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A. FURTHER DETAILS ON SUPERVISOR SURVEY

In determining which youth to assign to which supervisor surveys, DYCD’s work-
site data did not provide a one-to-one match. Sometimes, multiple supervisors were
listed for a single work site, such that it was not clear which youth reported to which
supervisor or if a youth reported to multiple supervisors; in these cases, we assumed
the latter for the purposes of constructing our survey tool. Consequently, youth
could be listed on more than one survey. If more than one supervisor rated a young
person, we generated the letter from the survey with the highest rating, breaking ties
by prioritizing letters that included employer contact information, and then those
with the most positive responses about the youth. Sometimes, a single supervisor
was listed for multiple work sites. If the names of the work sites suggested they
might be connected (e.g., multiple branches of the same store), we treated them as
one work site for the purposes of constructing the survey tool.

As noted in the main text, we limited the number of youth on each survey to
keep the survey length manageable. In particular, if any supervisor was linked to
more than 30 treatment youth, then we randomly selected 30 treatment youth to
be included in the survey. The same restriction applied to controls. To ensure that
neither the treatment nor control group exceeded the 30-person-per-survey limit,
we randomly assigned treatment and control status prior to making these sample
restrictions. Since youth were randomly selected to be excluded, random assignment
is still only a function of random variables. For the 2016 cohort, we emailed 3,297
supervisors at the end of September (initial emails went out on 09/29/16). For the
2017 cohort, we emailed 11,877 supervisors in October (initial emails went out on
10/12/17).

In the survey, we asked supervisors to confirm the youth who worked for them
and to provide the names of others who might have supervised youth so we could
include them in the letter of recommendation program as well. Our main sample
in the text includes all SYEP participants who appeared on at least one survey in
which the supervisor clicked the link inviting them to take the survey and confirmed
on the first page of the survey—prior to viewing which youth were on the survey or
what their treatment status was—that they supervised youth that summer. This

A-1



excludes the 25,813 youth who were randomized and placed on a survey that no
supervisor ever opened.

B. FURTHER DETAILS ON JOB TASK

The job task was described as being with a professor at the University of Penn-
sylvania who was looking for former NYC summer job participants for a short-term
and flexible job. The job description highlighted several qualifications: “responsi-
ble,” “self-motivated,” having an “enthusiastic approach,” and offered compensation
of $15/hour. A link to an application with a deadline to submit was included at
the bottom of the job description. In addition to the 4,000 treatment and control
invitees in our main sample, we also invited 1,000 youth from unopened surveys
(i.e., outside our main sample) to ensure that job application behavior was not
dramatically different for the youth excluded from our main sample.

All those who submitted an application that included their name, email address,
and at least 1 additional field were hired. To ensure our hiring for the more selective
job was incentive compatible with our instructions about higher selectivity, the
youth needed to click the box asking to be considered and needed to complete one
or more of the free-response questions in addition to fulfilling the requirements for
the standard job.

The job itself was an online survey of multiple-choice questions. These questions
asked youth about their experiences job-seeking and considering college, as well
as about their career and education goals. At the end of the survey, there were
free-response questions about the youth’s experience in SYEP. Youth hired for the
more selective job were asked additional free-response questions that required more
thoughtful consideration. Workers were instructed to finish everything they could
within a two-hour time frame. All youth who initiated the job-task (n=227) were
paid for two hours of work via a mailed, pre-loaded debit card (so our job does not
appear in the administrative data on employment and earnings).

C. DETAILS ON DATA MATCHING AND AVAILABILITY
1. Labor Market Data

We obtained earnings and employment data from the New York State Depart-
ment of Labor (NYSDOL). Data come from NYSDOL’s quarterly Unemployment
Insurance (UI) dataset, which covers formal sector employment, excluding self-
employment or farming income. The data include employer name, FEIN, address,
NAICS, and amount paid to each worker in each quarter. NYSDOL analysts
matched SYEP participants to Ul data using social security number. When multi-
ple profiles in the NYSDOL data shared the same social security number, we used
name to disambiguate the Ul data. In total, 99.3 percent of SYEP youth in our
letter of recommendation experiment were matched to the NYSDOL data with no
difference between treatment and control youth (5 = 0.001, p = 0.209).

A-2



In theory, everyone in our data should have matched to the data, since they were
all listed as a SYEP participant during the summer prior to the program. Some of
the non-workers may not have matched to the Ul data despite having worked due
to typographical mistakes or incorrect SSNs. Others may not have ever been paid
by SYEP despite being listed as a participant in their data, and so not actually
have received any wages to be reported to the Ul system. We assume anyone not
appearing in the Ul data had no employment and zero earnings.

2. FEducation Data

Education data come from the NYC Department of Education (DOE). The DOE
used name, date of birth, and gender to perform a probabilistic match between our
study sample and their records between the 2015-2016 and 2020-2021 school years,
inclusive. SYEP applicants fail to match because they never appear in the DOE
system (e.g., always attended private school), matched to more than one student
record (DOE treats multiple matches on the same name and birth date as a non-
match), or because typographical errors or name changes prevented identifying a
study participant’s education records.

Overall, 88 percent of our sample matched to a DOE student record, with no
treatment-control difference in match rates (§ = —0.003,p = 0.359). Within the
sample that matched to a DOE student record, 7,642 had no active enrollment
within our 2015-2021 data. These students were largely old enough to have left
school prior to 2015 (their average age at randomization is 19.7), although some
may have transferred to private or non-NYC districts prior to the start of our data.
This leaves 69.9% of our sample with at least some education information in the
data, with no treatment-control difference (5 = —0.003,p = 0.442). At the request
of the data provider, when we merge DOE data with the rest of our study data, we
exclude the self-reported citizenship status that appears on the SYEP application,
so that education outcomes are never linked to citizenship status. SYEP application
data also provides spotty information on whether youth live in public housing or
are on public assistance; those fields are also never linked to DOE data.

Our definition of the main “expected in high school” education sample excludes
students outside of the DOE, pre-randomization dropouts and graduates, and stu-
dents who temporarily stopped attending public school or had not yet joined the
school district in the year before randomization.

3. Graduation and Post-Secondary Data Availability

As discussed in the main text, graduation and post-secondary outcomes are not
universally available. Per state standards, DOE only reports graduation in the aca-
demic years that correspond to a student’s on-time (4th), 5th, or 6th year graduation
cohort, even if a student returns to school after their 6th year. Graduation data
are missing for students who transfer to a charter school; who move out of district;
who fall under another exclusion, such as having an individualized education plan
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(IEP); or who were not in a 4th—6th year graduating cohort between fall 2015 and
summer 2021.

Appendix Figure A.7 diagrams the available graduation data by grade and study
cohort. About 6 percent of students in our education sample are too young to have
5-year graduation recorded, and 25 percent are missing 6-year graduation. These
students will have 0s for “ever graduated,” although they may still graduate in
the future. Additionally, some students may take longer than 6 years to graduate,
which (per state standards) is not captured in DOE data. To fill in available in-
formation about whether younger and older students are still engaged in school, we
use our “school persistence” indicator. Note that the graduating cohort in DOE
data is defined by the official 9th grade cohort to which a student belongs per state
standards. We do not directly observe which graduation cohort students are in if
they are not in our graduation records, so our education sample is defined based
on pre-randomization grade rather than official graduating cohort. This means that
students who transferred to other districts during the outcome period will remain
in our data.

There are 865 youth in our education sample who do not appear in the graduation
data, likely because they transferred out of the district or joined a different group
excluded from state graduation counts after randomization. Since these individuals
did not receive a diploma from NYC DOE, we assign them zeros for graduation.
As mentioned in the main text, DOE discharge codes suggest there is no treatment
effect on whether students transfer out of the district (8 = 0.003, p = 0.260, with a
control mean of 0.032). Since we do not observe graduation outside the district, the
balance on transfers helps to rule out the possibility of differential mobility biasing
the graduation results.

D. ADDITIONAL LABOR MARKET RESULTS

1. Farmings Distribution

The main text shows that letters of recommendation increase employment in the
short term and earnings in the longer term. A natural question is whether the earn-
ings increase comes from additional part-time employment or from shifting people
into high-paying or full-time work. Although we cannot observe hours to know
for sure, we can look at the full earnings distribution by treatment group to get a
sense for where the shifts in the distribution occur. Panel A of Figure A.8 shows
the full raw earnings distribution (with the single extreme outlier top-coded, as in
the main text). Because the treatment effects are small relative to the scale of all
earnings over 4 years, it is hard to see them in Panel A (although it is clear that
there is a control outlier, which contributes to the sensitivity to different skewness
adjustments discussed below).

Panel B of Figure A.8 zooms in on the bottom of the distribution, under $25,000
in 4-year earnings, to make largest density of data more visible. This figure suggests
that the bulk of the treatment effect comes from moving people near zero up to earn-
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ing between $2,000 and $5,000. Over 4 years, this pattern is most easily explained
by treatment youth having an additional part-time job. Figure 4 in the main text
shows that this change was not just over the summer; employment and earnings ef-
fects are similar in summer quarters and other quarters. There is also a smaller shift
away from earnings between $5,000 and $8,000 and into earnings between $20,000
and $24,000. These higher earnings are consistent with more persistent part-time
work, or potentially a year of minimum wage, full-time work.

Because of the scale of the earnings distribution relative to the changes in earnings,
however, it is difficult to eyeball the pdfs to assess how different the distributions
really are (especially at the top end where there is less data). Further detail on
the change in earnings distribution comes from quantile regression results shown
in Table A.3. Although quantile regression relies on assumptions that may not
hold (e.g., no rank-switching), it can at least provide some additional statistical
exploration into where letters are shifting the earnings distribution, since the scale
of the pdfs makes it difficult to see the changes. The table reports ITT quantile
regression results controlling only for the cohort indicator (necessary for treatment
to be random) to ensure convergence.

We see a significant increase in percentile 15, which for controls is those earning
between $909 and $2,024. The treatment quantile is shifted up by $146, or 7.2
percent (p = 0.008). To give a sense for an appropriate scaling factor, although
quantile regressions do not scale into LATEs in the same way as OLS, the table also
reports the proportion of treatment youth who were sent a letter in this part of the
distribution (as defined by control cutoffs): 35.6 percent. The other significant shift
in earnings is at the high end of the distribution; there are significant increases at
the 85th and 90th percentiles of 2.6 and 3 percent from control earnings of $54,000-
67,000 (p = 0.071 and 0.032 respectively), with about 44 percent of treatment youth
being sent a letter.

Given the number of hypothesis tests in the table, we may not want to put too
much stock in any single quantile result. But the basic pattern—proportionally
large increases at the bottom and smaller but substantively important increases at
the top—is useful for thinking about what the letters are doing. Given the different
effects we see for low-rated and high-rated youth in the main paper, and the results
described below, it seems possible that this shift in distributions is driven by low-
earning youth moving away from 0 earnings, possibly by gaining work at DYCD
(see below). High-earning youth, meanwhile, seem less likely to be moving off 0.
But we still see an increase in the higher end of earnings, which is consistent with
higher-earning youth working in better jobs for longer spells.

2. FEarnings Robustness

The main text reports annual and cumulative earnings results for two functional
forms of the earnings variable: raw (with one extreme outlier observation top-coded)
and winsorized at the 99th percentile. Because we pre-specified that we would ex-
plore other adjustments for skewness, Table A.1 shows other transformations of the
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raw dollar amounts, including an alternative winsorization (at the 99.5th percentile),
log earnings with different intercepts added to assess how much the infinite propor-
tional change from 0 matters [log(earnings + 0.1, 1, 10, or 100)], and the inverse
hyperbolic sine transformation.

The alternative winsorization in Panel A makes very little difference relative to
the results in the main text. The other panels show that, as expected given that
there are treatment effects on the extensive margin, the decision about what to add
to the Os does change the point estimates somewhat. Because the biggest change on
the employment margin is in year 1, earnings results in year 1 are most sensitive to
what is added to 0. The results range from a 9.5 percent increase to a 30 percent
increase in year 1 earnings, driven by the fact that so many people are moved off
of 0, where the proportional change is undefined. Since fewer people are moved
off of 0 for the cumulative earnings measures, those results are more sensible in
magnitude, ranging from a 7 percent to a 12 percent increase in earnings over the
four years. We emphasize the 4.9 percent increase in the main text, both because
the winsorized results were our primary pre-specified outcome and because it is clear
that the logged results are, unsurprisingly, sensitive to how we handle the Os.

Table A.2 shifts attention away from the Os by reporting earnings conditional on
working. The pattern of results is very similar to the unconditional results: a point
estimate that grows over time and is statistically significant in year 4 (IV=$709,
a 4.8 percent increase) and cumulatively (IV=$1,362, a 4.6 percent increase). The
fact that the point estimates grow over time in both levels and proportionally, even
conditional on working, is suggestive that the letters do not simply speed up learning
but rather improve match quality. Unless earnings trajectories are convex, giving
treatment youth a faster start on the same trajectory would lead to earnings gaps
that stay stable or close over time. Growth in treatment effects over time, especially
given the control group’s linear wage growth in practice, is not consistent with a
“faster employer learning” story. Rather, it seems likely to indicate that letters set
youth on steeper earnings trajectories, reflecting better jobs or better matches.

3. Spell Length

The fourth column of Table 3 in the main text shows that treatment increases the
average spell length among the first 3 (non-missing) spells. We argue that this result
is an indication of improved job match quality among treatment youth relative to
control youth. One reason to care about this result is that it pushes against the hy-
pothesis that letters drive employers to inefficiently update (e.g., as might happen if
previous applicants with letters were always stellar employees and employers incor-
rectly believe that any applicant with a letter will be similarly stellar). If employers
did inefficiently update in this way, we might expect them to be more willing to hire
treatment youth, but then to quickly fire them after learning that they were not as
high productivity as expected, which would create inefficient churn. The fact that
spell length increases with treatment, however, suggests that letters’ signals instead
help employers to successfully identify good matches.
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The main text reports that across the 3 spells underlying Table 3, there is no
treatment-control difference in the number of censored spells, despite treatment
spells starting earlier. Table A.4 provides additional evidence on this pattern by
looking separately at each of these spells. Each panel shows results for a different
job spell, with spell 1 being the spell started the earliest, spell 2 being the spell
started next, and so on. If spells are started in the same quarter, we assign the
longer spell the lower spell number. We count any spell with at least one quarter
occurring in the post-letter period. Youth must have a given spell number to appear
in each panel, so the sample becomes more selected as the spell number rises (about
60 percent of the sample has a third spell). The first column reports treatment
effects on the length of each spell, defined as the number of consecutive quarters
worked at the same employer. The treatment effect on the length of individual spells
is always positive, but imprecisely estimated when broken down by individual spell.

The control means suggest why differential censoring may not be a problem for
these early spells: even the earliest spell has an average length of just under 4
quarters, so only 7 percent of them are censored (defined as a youth working at an
employer in the last quarter we observe in the data). Censoring rises to about a
quarter of third spells. We stop at spell 3 to avoid too much further censoring, and
because the average number of spells in the sample is just over 3.

As shown in the second column, none of the censoring is significantly different
by treatment group, suggesting that differential censoring is not biasing our spell
length results, despite treatment youth finding jobs faster. The last 3 columns of
the table confirm that the results are robust to looking only at spells that are not
censored. We report treatment effects on whether a spell lasts at least 2, 3, or 4
quarters, conditional on observing all the quarters. There is no evidence that letters
are creating bad matches, with all but one of the point estimates positive. Overall,
analysis at the individual spell level is a bit imprecise, which leads us to average
these spell lengths (and report the censoring result across all 3 spells) in the main
text.

4. Employer Type

Tables A.5 and A.6 separate employment and earnings effects by type of employer.
Because the letter came on DYCD letterhead (the agency that runs the SYEP), it
is possible that the letter increased the rate at which youth reapplied to the SYEP
or engaged with future summer or term-time work where DYCD was the employer
of record.

Table A.5 shows that this is not a main driver of our results. It reports labor
market results separately for DYCD and for all other employers. The only signifi-
cant increase in employment is at non-DYCD employers, meaning that the letters
increased employment outside of the SYEP agency. Earnings impacts are direction-
ally much larger at non-DYCD employers, on the order of 5 rather than 1 percent.

Table A.6 shows in what types of industries letter recipients work. The classifi-
cation across industry clusters is based on Gelber, Isen and Kessler (2016), which
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groups industries that are over-represented in SYEP, like childcare and landscap-
ing (cluster 1) separately from industries that are under-represented in SYEP, such
as retail and food service (cluster 2). Letters directionally increase employment in
both types of industries, but results are only significant in year 1 for cluster 2, with
earnings increases concentrated in cluster 2 jobs as well. This pattern suggests that
the letters are helping young people shift to jobs outside of the industries that they
were most likely to be exposed to through SYEP. Given the evidence from Gel-
ber, Isen and Kessler (2016), which found that working in cluster 1 jobs results in
lower overall earnings than the cluster 2 jobs, the patterns here are consistent with
treatment youth using their letters to shift towards higher-paying industries.

E. SUPERVISOR RATINGS

Panel A of Figure A.9 shows the overall distribution of ratings that supervisors
assigned to both treatment and control youth. As discussed in the main text, we
designed the survey to maximize the information we would have available to produce
recommendation letters, not to ensure that treatment and control youth would be
treated equally on the survey. As such, we asked about each treatment youth first,
on the same page as we asked supervisors to decide whether to produce a letter.
After the supervisor had seen all treated youth, we then asked them a single question
about the overall performance of each control youth—all on the same page—making
it clear the control youth were not eligible for letters. This aspect of our design makes
it possible that supervisors might use different decision rules across treatment and
control youth when assessing whether to give a rating and what rating to give.

Indeed, treatment youth are significantly less likely to have been rated by a su-
pervisor (66 versus 71 percent had a rating, p<0.001). Panel B of Figure A.9 shows
that treatment youth have a more compressed ratings distribution, with missing
mass on both the highest and lower rating categories. This pattern might indicate
that supervisors take the letters seriously, so are less likely to give very top marks
when they know their responses will be included in a letter, but also less likely to
give someone the lowest marks (perhaps to be kind to the youth, since supervisors
did not know our exact decision rule for when not to send a bad letter).

Despite the potential for selection into having a rating, observable characteristics
are generally still balanced in the sample with non-missing ratings, with a joint
F-test (including the actual rating) failing to reject equality across all observables
(p = 0.609). Table A.7, however, which breaks out the balance tests for youth
receiving low versus high ratings, shows that there is some imbalance within the
group that receives low ratings (p = 0.101). Since breaking out the results by rating
group is central to understanding whether employers are using the letters as signals
to accurately update their beliefs, the potential for selection within the rating groups
is of concern.

Because of the dramatic difference in having a rating and the small imbalance on
observables for those with low ratings, the main text focuses on the subsample of
rated youth on complete surveys. Table A.8 shows balance tests for the subsample
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of youth who appeared on a fully completed survey (i.e., where the employer rated
every youth on the survey). Although this is a selected group, full survey completion
limits the scope for treatment and control youth to be differentially selected into
getting a rating. Indeed, the difference in receiving a rating is much smaller in this
sample: 31.6 percent for treatment youth and 32.5 percent for controls (p = 0.066).
And, as the table shows, observables are entirely balanced within each rating group.
(Panel C of Figure A.9 suggests there may still be some differences in exact ratings,
but only across the ratings that are all classified as “high” in our regressions.) As a
result, this is the subsample we use to assess how treatment effects vary by rating
in the main text.

Despite our concern about the potential for selection, for completeness, Table A.9
shows the main labor market effects for everyone with a rating, without limiting the
sample to completed surveys as in the main text. The patterns are fairly similar to
the results in the main text, with the high-rated group showing significantly positive
employment effects, especially in the early years, and much more positive earnings
impacts than the low-rated group. The earnings point estimates are a bit smaller
than in the main text and so not statistically significant outside of year 1, though
they still generally grow over time for the high-rated group. In this sample, the
low-rated group (where there is the most observable imbalance) has somewhat more
positive employment effects, but still has negative earnings point estimates.

As mentioned in the main text, we do one additional exercise to assess whether
any remaining bias from sample selection into ratings is driving the observed rating
heterogeneity. We use the non-missing ratings in the control group to predict rating
based on observables for everyone, and then assess heterogeneity by predicted, rather
than actual, rating. In particular, we regress the actual (non-missing) rating on all
our baseline covariates for the control group, regardless of whether the survey was
complete or not (N = 15,487). Observables are significant predictors of ratings,
as the prediction regression has an F-statistic of 44.66 (p < 0.001). But consistent
with the argument in the paper that ratings also capture unobservable attributes,
the observables isolate a relatively small part of the variation in ratings (adjusted
R% =0.07).

Because predicted ratings are more condensed than actual ratings, we do not
apply our same 1-4 and 5-7 classification. Rather, we preserve the proportion of
youth who are highly rated in the control distribution (67.3 percent), and assign
the top 67.3 percent of the predicted ratings distribution to have a “high” predicted
rating. We then run our labor market regressions using predicted rating rather than
actual rating. Note that this procedure introduces a huge amount of measurement
error into ratings given the moderate correlation (0.27) between actual and predicted
ratings. Nonetheless, it ensures that there can be no differential selection into ratings
across control and treatment groups; everyone with the same baseline observables
is assigned the same rating.

The results are in Table A.10. While the ITT point estimates are about half as
big as our main results, both the IV estimates and the overall patterns are quite
similar (though the IV is a bit awkward to interpret, since we do not change who
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was sent a letter despite changing the underlying ratings). Low-rated youth still
show a significant I'TT increase in employment in year 1 but no other significant
changes. High-rated youth still show significant ITT employment and earnings
increases both in year 1 and cumulatively. We have somewhat less precision to
differentiate the low-ratings and high-ratings groups, likely due to the introduction
of so much measurement error. But the concentration of lasting results in the highly-
rated group persists, which leads us to conclude that differential sample selection is
unlikely to be driving the ratings heterogeneity we document in the main text.

Finally, we have tested whether treatment effects on applying to our job posting
are different for those with (actual) high versus low ratings. Given that this limits
an already reduced sample (N = 4,000) to those with ratings (N = 2,783, when we
use all ratings), and then splits the sample into groups, this is not a highly powered
test. The difference in the intent-to-treat effects for the high-rated group relative to
the low-rated group (i.e., the interaction effect between treatment and being highly
rated) is 8 = 0.008, p = 0.721, with a control rate of application for the low group of
0.078. The difference for the IV is 8 = 0.018, p = 0.748. So while it is possible that
receiving a letter had a more positive effect on job search behavior for highly-rated
youth, we cannot reject the null that both effects were zero.

F. HETEROGENEITY

Tables A.11 through A.18 show treatment effects for different subgroups of youth.
Because of the number of hypothesis tests across these tables and the limited statis-
tical power, we do not emphasize the statistical significance of any particular result.
However, we pre-specified an interest in these divisions as exploratory, so we report
the basic patterns here. We add two divisions that were not pre-specified: whether
someone is in our education sample and whether they had worked prior to the sum-
mer of the SYEP. The former both helps to check whether labor market effects differ
for the sample underlying the main education results and provides a rough cut by
whether individuals are still in high school (though some of our sample is in high
school but not in our education sample, because, e.g., they attend schools that are
not in our education data).

1. Mechanisms and Heterogeneity

It is tempting to use basic cuts of the data to help understand the mechanisms
driving our main effects. But theory makes clear that single cuts of the data may
not be enough. Consider the prediction from the statistical discrimination literature
that those with fewer available signals should benefit more from a new signal. That
might tempt us to interpret heterogeneity by whether someone ever worked, for
example, as a test of statistical discrimination, if we think having no work history
means there is more uncertainty about performance.

Importantly, however, as Pallais (2014) proves, theoretical predictions about het-
erogeneity for these groups are not clear cut. It is only conditional on ability that
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signals should have a bigger effect for those with more uncertainty. If those without
signals (e.g., those who have never worked) also have lower average productivity, it
is not evident that signals should help that group more. If the letters more often
reveal that those with no work history are less prepared for work, we should not
expect the signal to improve labor market success.

Given our setting, there are a number of other factors that also vary by subgroup:
whether supervisors generate a letter, how strong the letter is, whether youth are
looking for work, and whether they decide to use a letter in their applications.
To help interpret our subgroup effects, we report the first stage by group, and we
summarize application and letter use behavior by group in Table A.19 (see discussion
in Section F.3). That said, we emphasize that the many different factors that vary
by subgroup make it hard to convert treatment heterogeneity into a clear mechanism
story. Doing so would likely require significant assumptions about the structure of
the job search process. In addition, as our pre-analysis plan anticipated, we are
not well-powered for heterogeneity tests. As a result, while we report subgroup
effects—to aid in comparisons to prior work and because descriptive patterns of
subgroup results help speak to general questions about labor market inequality—we
are cautious not to over-interpret these patterns.

2. Heterogeneity by Subgroups

Table A.11 compares labor market impacts for those who are and are not in the
expected in high school sample. Both groups respond positively to the letters. The
employment effects are slightly more persistent for those in the education sample,
though cumulative earnings impacts are almost identical.

Table A.12 shows effects for those under 18 and those 18 and over at the time
of application. Employment point estimates are slightly larger and earnings esti-
mates slightly smaller for those under 18, but both sets of effects are statistically
indistinguishable from the effects for older youth.

Table A.13 shows labor market impacts separately for young people who did or did
not have any prior work experience (measured as appearing in the UI data) before
the SYEP summer. Point estimates are larger and only statistically significantly
different from zero for the group that had previous work experience, which is a
similar finding as in Pallais (2014). This result is perhaps more consistent with the
possibility that employers are using the letters to help identify those likely to be
higher performers, rather than to just improve their priors about those with the
least available information.

Table A.14 shows results separately for White and non-White youth. The latter
group includes youth who are Black, Hispanic, Asian, and Mixed Race/Other in the
SYEP data. All the main labor market effects are concentrated among non-White
youth, with cumulative earnings effects marginally different from each other.

Tables A.15 and A.16 further break down the main labor market results separately
by race and ethnicity subcategories (ITT and IV, respectively). They show that the
employment impact is driven by somewhat larger effects for Asian and Hispanic

A-11



youth, and to a lesser extent those in the Other category, with earnings effects
suggestively larger as well. The likelihood of getting a letter is higher for these groups
than for Whites (see first column of Table A.16), but even among compliers, the
program impacts are larger for Asian, Hispanic, and Other youth. However, given
the smaller size of each group, we are under-powered to detect group differences; we
cannot reject the null that effects are the same across all groups.

Table A.17 shows that female SYEP participants are significantly more likely to
receive a letter, with female compliers having suggestively larger employment effects
in year 1. In contrast, earnings effects are quite similar by gender; if anything, men
have slightly larger point estimates for earnings. The initially larger employment
effect for women is consistent with the Abel, Burger and Piraino (2020) result that
the employment benefits of recommendation letters in South Africa were concen-
trated among women. But unlike in that setting, young women in NYC do not
face the same difficulty finding work relative to young men; indeed, consistent with
broader U.S. patterns of young women outperforming their male counterparts, em-
ployment rates for women are considerably higher than for men in our sample. The
fact that there are larger effects for women both in settings where priors are likely
to favor and to disfavor women suggests that the effect is not simply about statis-
tical discrimination, since priors should go in the opposite direction across settings.
Additionally, our longer-term results suggest overall effects are fairly similar across
gender.

Table A.18 shows effects by neighborhood economic mobility. Using the Opportu-
nity Insights “upward mobility” data (https://opportunityinsights.org/data/), we
use each individual’s zip code to assign their neighborhood an average income rank
for children whose parents were in the 25th percentile of the national household
income distribution. Opportunity Insights provides these data at the Census Tract
level. We use the Zip Code Tabulation Area (ZCTA) crosswalk to map Census
Tracts onto zip codes, which is the geographic information we have on our sample.
In cases of multiple Census Tracts falling within a given ZCTA, we use the average
upward mobility value (i.e., the unweighted mean across all upward mobility values
that fall within the ZCTA). We divide the youth into those who live in areas with
above and below median mobility, with median defined in-sample. Table A.18 shows
labor market impacts for these two groups. There are positive effects for both those
living in above-median and below-median neighborhoods, with early employment
effects suggestively larger in places with below-median mobility, but earnings effects
suggestively larger in places with above-median mobility.

3. Information on Letters by Subgroup

To help interpret the patterns of results by subgroup, Table A.19 shows some
additional information about the letters for the different subgroups discussed in the
previous section. The table shows the treatment group only, since they were the
only ones eligible for a letter. The first column shows the proportion of each group
that was sent a letter (i.e., having a supervisor agree to produce one and receiving
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ratings high enough to generate a letter); this summarizes the information shown in
the “first stage” column of the separate heterogeneity results. The second column
is conditional on the first, showing average overall employee rating on a scale from
1-7 for those who were sent a letter. The third column shows the proportion of each
group that submitted an application in response to our job application, conditional
on being one of the 2,000 treatment youth randomly selected to receive the job
advertisement. The fourth column, conditional on the third, shows the proportion
of the applicants that uploaded a letter of recommendation (ours or any other) as
part of their application.

There is significant variation both in letter receipt and in average ratings. Non-
white, female, in high school, previously-employed, and below-median neighborhood
mobility youth are all more likely to receive a letter. But the higher rate of letter
receipt does not always correspond with stronger letters, on average. For example,
despite larger labor market impacts, non-White youth have significantly lower av-
erage ratings conditional on receiving a letter than their White counterparts. And
they do not use the letter more frequently; their rate of letter usage is about 6
percentage points lower than the White youth who applied to our job posting, al-
though the small sample size limits how well we can differentiate the groups. The
basic pattern of results suggests that the larger labor market effects for non-White
youth are likely to be driven by how employers respond, even to slightly weaker
letters, rather than big differences in how the groups use the letters.

The only significant differences in letter usage are between those who were or
were not in our education sample at the time of SYEP application, and relatedly,
those who were under 18 versus 18 and older. This likely helps to explain the bigger
employment point estimates for our education sample, who were much more likely
to use the letter on our job application than those who were not expected in our
school data.

G. ADDITIONAL EDUCATION RESULTS

1. Explanation of Deviation from Pre-analysis Plan

As mentioned in the main text, we wrote our pre-analysis plan before we knew
what education data would be available or the details of DOE coverage. So our
education results are where we deviate most from our pre-analysis plan. We initially
expected to use an index that included days present, an indicator for graduating
or still being in school, GPA, and standardized test scores when available, plus a
separate outcome measuring post-secondary enrollment. In practice, many elements
of this index are missing for multiple reasons. Many students are not in school to
have attendance, or they attend a school (including charters) where DOE does not
share records; we do not have standardized test scores in the data (except for the
selected group that takes Regents exams); and DOE measures graduation and college
enrollment only for particular cohorts at particular times. Consequently, instead of
forcing different patterns of missing outcomes into a single index, we instead present
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results separately for the outcomes we have.

2. Descriptive Statistics

Table A.20 shows descriptive statistics and treatment-control balance for our ed-
ucation sample. On average, students in our education sample are about 16 years
old, 45 percent male, 42 percent Black, 31 percent Hispanic, 14 percent Asian, and
8 percent White. They are in 10th grade on average, attending about 90 percent of
the days they are enrolled, and earning a C-plus average. Over 60 percent of them
had not worked in Ul-covered jobs prior to the SYEP. The table also shows that
across all baseline characteristics, treatment and control groups are jointly balanced
(p = 0.149). It is worth noting that there is some chance imbalance on GPA and on
the proportion of the sample that is White; although the differences are substan-
tively small (-0.39 on a 100-point GPA scale and 1 percentage point more likely to
be White), they are statistically significant. As a result, the exact magnitude of the
education results are somewhat more sensitive to how covariates are included in the
regressions (see Appendix Section H). However, none of our substantive conclusions
are sensitive to covariate choice.

3. Joint Work and Graduation Outcomes

In the main text, we note that there is evidence that the decrease in on-time grad-
uation is driven by the same youth who are pulled into the labor force. This claim
comes from examining the relationship between educational attainment and labor
force involvement within the same individual. We define a set of mutually exclusive
joint outcome indicators: working and graduating, never working but graduating,
working and not graduating, and never working and not graduating. We define these
indicators for all three of our education attainment measures: on-time graduation,
ever graduating, and graduating or still attending school.

The treatment effects across these outcomes allow us to assess whether any poten-
tial shifts in educational attainment occur among the same group that experiences
shifts in employment. Table A.21 shows the results. The third column of Panel A
shows that there is a significant increase in the proportion of people who work but
do not graduate on time of about 2.3 percentage points (16.6 percent) for compli-
ers. Since everyone has to appear in one and only one of the columns, the other
columns’ estimates show where the marginal work-but-not-graduate-on-time group
comes from. The shift to the third column appears to be spread across the other
categories, with the biggest shifts from reductions in the number of people who both
work and graduate on time, as well as those who neither work nor graduate on time.
Although the results in the other columns are not significant, the point estimates
suggest that some of those shifted by the letter just add work on top of what would
have already been a failure to graduate on time. But for others, the letters seem to
prevent them earning their on-time diploma.

Panel B, which measures whether people ever graduate and work, suggests that
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the decline in on-time graduation may not be permanent. There are no significant
changes in work/ever graduate categories. The point estimate for working but not
graduating is about a third as large as in Panel A, and there is also a positive point
estimate for both working and graduating. The combination of Panels A and B is
what drives our conclusion in the main paper that it is the shift into the labor force
that slows down graduation, but that it appears most of the slowed-down students
will eventually graduate.

Panel C provides some caution, though. By including continued school attendance
as part of the dependent variable, it aims to capture what happens to students who
are either too old to show up in the graduation data (graduating after their 6-year
cohort) or too young to have reached their final graduation outcome. It suggests
that there is still a letter-driven increase in working but not persisting in school.
While about half of this shift appears to come from people who would otherwise not
have worked or graduated (as indicated by the negative point estimate in column
4), the other half seems to shift from groups that would otherwise have persisted
(columns 1 and 2). In combination with Panel B, this might suggest that at least
some of the students who could eventually graduate are not still attending school.

Longer-term follow-up is needed to assess what these students’ final outcomes
will be; it is not uncommon for people at the margin of graduating to leave school
temporarily and return later. Nonetheless, these results suggest some caution about
encouraging youth at the margin of school completion to join the labor force. The
following section further explores this margin by splitting students by baseline aca-
demic achievement.

4. Fxplaining the Decline in On-time Graduation: Heterogeneity by GPA

In the main text, it is not entirely clear how seriously to take the marginal decline
in on-time graduation, since no other educational outcomes show significant declines.
If letters are truly slowing down graduation, we might expect to see the mechanisms
through which that happens in some of our educational performance measures. In
this section, we assess whether there is real concern that the increase in labor market
participation prevents a subgroup of youth from the educational progress they would
otherwise make. We do this by examining heterogeneity that should be closely
related to whether youth are on the margin of graduation: baseline GPA. We split
the education sample by whether students are over or under the median GPA in the
baseline year (for non-missing GPAs only, n = 17,732, median GPA = 80.85).

Table A.22 shows the main education outcomes by GPA, focusing on the IV to
conserve space, and Table A.23 shows the corresponding labor market outcomes,
including the first stage. Above-median GPA students show no significant changes
in education outcomes. But the top row of Table A.22 demonstrates that letters do,
in fact, harm the educational progress of the below-median GPA students. They
have lower year 1 enrollment (by 2.5 percentage points, or 2.6 percent), perhaps
indicating that receiving a letter in the fall of the academic year deters some students
from returning to school the following semester. Those that remain in school have
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significantly lower GPAs (by 0.85 points on a 100 point scale, or 1.2 percent). And
though the increase in credits attempted is not statistically significant, it is positive,
suggesting some of the drop in GPA might result in retaking courses, which could
slow down graduation. Indeed, the decline in on-time graduation is larger and more
statistically significant in this subgroup (5.7 percentage points, or 7.6 percent).

As in the main sample, the point estimate on whether below-GPA students ever
graduate is considerably smaller than for on-time graduation (-0.02 compared to -
0.06), suggesting that at least some of those who are delayed catch up and eventually
graduate. But overall school persistence and on-time college enrollment also have
negative point estimates, so final conclusions may need to wait until everyone has
had time to either graduate or leave school more permanently.

Consistent with the idea that it is increased labor force participation driving the
educational changes, Table A.23 shows that the below-median students have a sig-
nificantly larger increase in employment in year 1 that remains substantively large
but not significant in years 2 and 3, with a significant increase on the intensive mar-
gin of work (number of quarters worked) in year 2. Above-median GPA students
still benefit from letters, but largely with higher earnings rather than more employ-
ment. Table A.24 confirms that the changes in joint outcomes are also concentrated
among the below-median students, including declines in persi