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Abstract

We study the information design problem of the contest organizer in a simultaneous 2-player 2-

type all-pay auction contest environment, where players have limited information about own/others

valuations of the prize. The contest organizer can send a public message to the contestants about

their type distribution, in order to maximize expected total effort. We allow the players’ ex-ante

symmetric type distributions to be correlated, and the information disclosure policy to take the

stochastic approach of Bayesian persuasion. The optimal design, the structure of which depends on

the degree of the correlation of players’ types, is completely characterized and shown to achieve higher

effort than the traditional discrete type-dependent information disclosure policy. Given players’

types are private information, if there is a strong positive correlation, an optimal design consists

of two posteriors with one representing a perfect positive correlation and the other representing a

positive correlation identified by a cutoff condition; if there is a weak positive correlation or negative

correlation between types, the optimal design consists of two posteriors with one where both being

high types is impossible and the other where a positive correlation is identified by the same cutoff

condition. We also consider the case in which types are unknown to both players and the case in

which the type information is asymmetric between the two players. Welfare comparisons are also

conducted across different informational setups. Our work is the first study on full characterization

of information design for games with two-sided asymmetric information and infinite action space.
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1 Introduction

Contests, where agents expend irreversible resources to win a reward, are prevalent and essential in

social and economic activities. Examples of contests include sports competitions, patent races among

firms, research tournaments, promotion tournaments in organizations, rent-seeking, lobbying and elec-

tion campaigns among politicians. The common objective of the organizer is to maximize the expected

total effort of contestants. In a sports competition, the organizer hopes to encourage athletes to do

their best. In a patent race, the industry organizer wants to maximize total investment on some specific

technology. The employer who organizes a promotion contest wishes to boost employees’ efforts.

In a contest, participants decide the amount of effort invested in the contest based on not only his

or her own private information, but also his or her belief about the opponents’ information. Hence, a

contest organizer is able to influence contestants’ beliefs about each other via disclosing information

about the information held by their opponents. For example, middle manager can reveal capability of

candidates through education and work experience before job promotion. In a research tournament, the

principal can assess and announce the quality of proposals publicly. In such competing environment

with competitors of private types, information disclosure plays an important role and is often used

as a popular policy to help achieve the goal of the designer. A sales manager wants to maximize his

employees’ total efforts in a sales contest, and needs to decide under what conditions he will disclose

the information about employees’ abilities.

In this paper, we study the information design problem of the designer in a simultaneous all-pay

auction contest environment where players have limited information about own/others valuation of the

prize. We allow the information disclosure policy to take the stochastic approach of Bayesian persua-

sion proposed by Kamenica and Gentzkow (2011), which is a generalization of the traditional discrete

information disclosure policy. The Bayesian persuasion framework has requirements for commitmen-

t power, and this assumption is generally satisfied in contests because of reputation concerns of the

contest designer.

In our model, there are two players and a single prize. Players’ valuations about the prize (called

“type”) are private information and are drawn from a symmetric joint binary distribution. Players’

types can be ex-post heterogeneous, which takes the value of either high or low. This prior distribution

is common knowledge to the contest designer and both contestants. In addition to their own valuations,

before the contest starts, each of them can observe a public signal which contains information about the

opponent’s valuation, designed and broadcast by the contest designer. After receiving the signal real-

ization, both contestants update their belief simultaneously to reach a common posterior. Finally, both

contestants engage in an all-pay auction contest by simultaneously choosing their efforts. Kuang (2019)

has shown the ineffectiveness of private persuasion under the Bayes correlated equilibrium framework

in a two player all-pay auction contest. Therefore, it is without loss of generality that we focus on

public persuasion in this paper.

The Bayesian persuasion framework as well as the concept of information design has received great

attention in recent years (Bergemann and Morris, 2016a,b, Kamenica and Gentzkow, 2011, Mathevet,

Perego and Taneva, 2019, Rayo and Segal, 2010). Bergemann and Morris (2019) and Kamenica (2019)
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provide literature reviews on the general topic of Bayesian persuasion and information design. The

theory of Bayesian persuasion is then extended in several directions. Our paper belongs to the stream

of literature on public persuasion with multiple receivers, where multiple players receive a common and

public signal from the sender (Alonso and Camara, 2016a,b, Arieli and Babichenko, 2019, Bardhi and

Guo, 2018, Chan et al., 2019, Hoshino, 2017, Laclau and Renou, 2016, Michaeli, 2017, Shimoji, 2016,

Song and Zhao, 2019, Wang, 2018). In this paper, after receiving the signal generated by the contest

designer, two contestants update beliefs and then compete against each other.

For studies related to Bayesian persuasion, there are generally two noteworthy issues, the existence

and optimality of Bayesian persuasion signal. Whether and when does contest designer benefit from

Bayesian persuasion? What is the optimal Bayesian persuasion signal? In order to answer these two

questions, generally three steps are required: (1) characterizing equilibrium strategies, (2) expressing

the persuader’s payoff as a function of posterior distribution, and (3) concavification of the persuader’s

payoff function. Our analysis is based on the equilibrium characterized in all-pay auction contests with

correlated information (Liu and Chen, 2016, Lu and Parreiras, 2017, Siegel, 2014). For the remaining

two steps, we first present some examples of public signals to illustrate that our information design

approach could do better than all information disclosure policies introduced by previous studies. We

then show that the contest designer benefits from such a public persuasion process compared with

the full concealment policy for almost every prior distribution, which confirms the effectiveness of

information design.

The main contribution of this paper is threefold. First, we utilize the public Bayesian persuasion

approach with existence of two sided information asymmetry. To the best of our knowledge, we make the

first attempt to apply the methodology of Bayesian persuasion into a setting with two sided information

asymmetry. The novelty of work by Kamenica and Gentzkow (2011) is their illustration that finding

the optimal signal is equivalent to solving the concave closure of a value function defined on the set of

all posteriors. This observation is particularly powerful if the state follows a binary distribution, since

the concave closure has a graphical representation. However, going beyond the binary distribution is

often technically non-trivial. To solve for optimal Bayesian persuasion with more than one parameter,

our work along with Kuang (2019) provides the method of elimination of strictly1 dominated posteriors

to refine posterior distributions.

Second, this paper analyzes the properties of total effort function in two-player all-pay auction

contests. The symmetric Bayes Nash equilibrium for two-player all-pay auction contests with correlated

prior has been characterized by Liu and Chen (2016). Based on this equilibrium, we pin down the

expected payoff for the contest designer with any possible prior distributions. We find out that when

types of two players are positively correlated to some extent, the expected payoff for the organizer can

achieve the first best solution. The first best solution refers to the situation where the prize is allocated

efficiently and all contestants receive zero expected payoff. We call the set of posteriors achieving first

best solution as ridge and refer to this property as the ridge phenomenon of positive correlation. In

such a scenario, providing more accurate information may reduce the payoff for the contest designer.

Third, this paper completely characterizes the optimal information disclosure policy via Bayesian

1Elimination of weakly dominated posteriors in Kuang (2019).
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persuasion in all-pay auction contests with two sided information asymmetry. Previous study has

compared the expected payoff among multiple candidates of information disclosure polices. Typical

strategies include degenerated policies (full disclosure or full concealment), and more complex type-

dependent revelation methods (Serena (2016) for Tullock contests, Lu, Ma and Wang (2018) for all-pay

auction contests). In this paper, taking advantage of the ridge phenomenon of positive correlation,

we find that applying information design can benefit the organizer with almost any possible prior

distribution, which is contrary to the optimality of no disclosure when considering type-dependent

discrete policies only (Lu, Ma and Wang, 2018). In addition, we derive the optimal signal when prior

distribution is sufficiently positively correlated, in which case the signal only generates two posteriors.

When prior distribution is sufficiently negatively correlated or mildly correlated, we also prove that at

most two posteriors is generated by optimal signal and one of them is located at ridge.

The literature on information disclosure in contests motivates our research. Some of these studies

are conducted under the framework of the Tullock contests (Chen, Kuang and Zheng, 2017b, Fu, Jiao

and Lu, 2011, Hurley and Shogren, 1998a,b, Serena, 2016, Warneryd, 2003, Wasser, 2013), while the

others focus on all-pay auction framework. Morath and Munster (2008) compares the policies of full

disclosure and full concealment in a single-prize contest environment, which is later extended to allow

for multiple prizes by Fu, Jiao and Lu (2014). Chen (2017) compares the public signal and private

signal in an independent private value setting. Cai et al. (2019) investigates information disclosure

joint with a reserve price under a continuous-type all-pay auction framework. In addition to analyzing

the information disclosure from the perspective of the contest organizer, there are also studies that

analyze the information sharing behavior from the perspective of the participants. Wu and Zheng

(2017) and Kovenock, Morath and Mnster (2015) studies the incentives to share private information

ahead of contests under the Tullock contest framework and the all-pay auction contest framework,

respectively. Recently, there are several studies working on Bayesian persuasion and information design

in Tullock contests (Chen, Kuang and Zheng, 2017a, Zhang and Zhou, 2016) or all-pay auction contests

(Chen, Kuang and Zheng, 2018, Kuang, 2019).

We also incorporate our analysis in the framework of surplus triangle (or outcome triangle), proposed

by Bergemann, Brooks and Morris (2015) when analyzing price discrimination. This method is further

applied to the analysis on first price auctions (Bergemann, Brooks and Morris, 2017), buyer optimal

learning and monopoly pricing (Roesler and Szentes, 2017), and adverse selection (Kartik and Zhong,

2019). If we use the horizontal axis and vertical axis to represent the ex ante surplus for contestants

and organizer respectively, the potential outcome is bounded by three constraints: the efficient frontier

characterized by maximum social welfare and two individual rationality conditions for contestants and

contest organizer. According to the equilibrium characterization in Liu and Chen (2016), when prior

distribution is independent or mildly correlated, monotonic equilibrium arise and hence prize is always

allocated efficiently and the surplus pair is located at efficient frontier. When prior distribution is

sufficiently positively correlated, contestant get zero utility and the surplus pair is located at vertical

axis. Therefore, for distribution that belongs to both regions we mentioned above, or ridge, the contest

organizer reaches first best solution.

In the first extension, we study the situations where players are not informed about their realized
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winning value. In previous sections, we assume that players know their true valuations before posterior

contest game, thus the contest designer cannot manipulate players about their own types. However, if

players do not know their realized type, should the designer disclose their own type information to them?

We consider three different scenarios on players’ information regarding their own types, no information

where neither player knows own winning value, private information where both players know their own

winning value, and asymmetric information where exactly one player knows own winning value. We

show that no information is always superior to asymmetric information. The preference over private

information and other two schemes depends on the parameters.

In the second extension, we extend the ridge phenomenon of positive correlation into arbitrary

symmetric joint distribution with finite number of types. We prove that given the marginal distribution,

we can uniquely pin down the joint distribution such that contest organizer reaches first-best solution.

When the prior distribution is sufficiently positively correlated such that it can be expressed as weighted

average of posteriors that located on the ridge, contest designer can apply Bayesian persuasion alone

to achieve first best solution.

The rest of the paper is organized as follows: Section 2 sets up the model. Section 3 introduces the

analytic frameworks for public persuasion. In Section 4 we study the posterior contest game. In Sec-

tion 5 we study the optimal information design problem for the benchmark model of public persuasion

with privately informed players. Section 6 extends the benchmark model to allow for alternative initial

informational settings. Section 7 extends the ridge phenomenon of positive correlation into arbitrary

symmetric joint distribution. Section 8 concludes.

2 Model

2.1 Settings

Consider the following static all-pay auction contest with two-sided incomplete information. Two

risk neutral players (i = 1, 2) participate in a single-prize all-pay auction contest by exerting irreversible

efforts simultaneously. The winning value of participant i, denoted as vi is drawn from a finite set Ωi.

Both players share the same finite state space with 2 elements, Ωi = Ω = {vL, vH} where vL < vH .

Without loss of generality, we define d = vH
vL

and normalize vL = 1. Contestant i chooses an non-

negative action xi from infinite set R+ = [0,+∞). We denote x = (x1, x2) as the effort profile. The

prize is assigned to the contestant with higher effort. Ties are broken with equal probabilities. The

success function of contestant i ∈ {1, 2} under effort portfolio x is given by

pi(x) =


1 if xi > x−i

1
2 if xi = x−i

0 if xi < x−i

(1)

Player’s utility has a linear form, with his valuation vi of winning multiplied by the winning probability

pi minus the cost of effort. Hence, the ex post utility is denoted by Πi(x) = pi(x)vi − xi. The linearity
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is derived by risk neutrality directly. Contestant’s surplus is expressed as

ΠC = Π1 + Π2 (2)

Contest organizer’s utility is defined by summation of effort exerted by two players,

ΠO = x1 + x2 (3)

Both E(ΠC) and E(ΠO) is nonnegative by individual rationality condition.

High Low

High p 1−p−q
2

Low 1−p−q
2 q

Table 1: General Form of Joint Distribution

It is commonly known that the joint probability distribution of types is Pr(vi, vi), which is symmetric,

Pr(H,L) = Pr(L,H). Let µ denote the joint distribution, such prior distribution µ0 can characterized

by Table 1. In the subsequent analysis, we use (p, q) to represent the joint distribution because these two

parameters are sufficient characterize the full distribution. The distribution is independent distribution

if and only if
√
p+
√
q = 1.

Using p, q, the upper bound of social surplus is given by

E(ΠC) + E(ΠO) = E(max(v1, v2)) = d(1− q) + q (4)

which we refer to efficient frontier. If we use the horizontal axis and vertical axis to represent the ex

ante surplus for contestants and organizer respectively, the set of potential outcome must be located in

gray area of Figure 1.

2.2 Realization Schemes

Typically we assume that players know their true valuations before posterior contest game, thus the

contest designer cannot manipulate players about their own types. However, if players do not know

their realized type, should the designer disclose their own type information to them? Three potential

realization schemes arise,

1. No Information. Denoted as N. (Neither player knows his/her own winning value.)

2. Private Information. Denoted as P. (Both players know their own winning values.)

3. Asymmetric Information. Denoted as A. (Exactly one player know his/her own winning value.)

We can either give the schemes exogenously or let contest designer chooses its optimal schemes. In

benchmark, P is given exogenously. In the first extension, we let contest designer choose the realization

schemes.
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E(ΠC)

d(1− q) + q0

E(ΠO)

d(1− q) + q

Efficient Frontier

Figure 1: Surplus Triangle

2.3 Signal Decomposition

Mathevet, Perego and Taneva (2019) shows that the information design problem can be decomposed

as optimizing over private information in the first step and then adding an optimal public signal in the

second step. Since the problem is solved backward, the private signal is received separately after both

contestants observing the public signal.

2.3.1 Public Signal

The public signal π consists of a realization space S and a family of likelihood distributions π =

{π(·|v1, v2)}v1,v2∈Ω over S. Hence, the public signal is interpreted as a mapping

π : Ω2 → ∆(S)

For each pair of (v1, v2), the signal generates a distribution over the signal space S. In this paper, we

focus on anonymous public signal that requiring the symmetric condition π(s|vH , vL) = π(s|vL, vH).

This constraint guarantee symmetric posterior distributions. For each realization s ∈ S, the posterior

distribution is derived as (ps, qs) by Bayes rule. Potential instruments for public persuasion are quite

rich, including full disclosure and full concealment.
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2.3.2 Private Signal

When a public signal s ∈ S is realized, both contestants need to update their belief about the

distribution of winning valuations simultaneously. Denote this posterior belief as (ps, qs). Private

persuasion comes after this updating procedure.

The private signal σ consists of two realization spaces X1, X2, where X1, X2 denotes the private

signal set for player i, and a family of likelihood distributions σ = {σ(·, ·|s, v1, v2)}s∈S,v1,v2∈Ω. over

X1 × X2. Since public signal is generated firstly, the private signal may depend on the realization of

public signal. A private signal is interpreted as a mapping

π : Ω2 × S → ∆(X1 ×X2)

For each signal realization (x1, x2) ∈ X1×X2, x1 is privately sent to player 1 while x2 is privately sent

to player 2. By the revelation principle, it is without loss of generality focus on direct signaling policies

(Arieli and Babichenko, 2019, Bergemann and Morris, 2016a). One way to understand the direct private

signal is to view σ as the strategy of an omniscient mediator who first observes the realization of (v1, v2)

chosen according to prior distribution (p0, q0) and the realization of s chosen according π(·|v1, v2), and

then picks an action profile (x1, x2) and privately announces to each player i the draw of xi. For players

to have an incentive to follow the recommendation in this scenario, it would have to be the case that the

recommended action xi was always preferred to any other. This is reflected as the obedience condition

in the Definition 1 of Bergemann and Morris (2016a). The private signal σ constructs a Bayes correlated

equilibrium if the obedience condition holds for both players and all possible signal realizations.

2.4 Timeline

The timing of the game is as follows. Before started, a realization scheme is chosen from {N,P,A}
exogenously (or by contest designer).

1. The contest designer chooses and pre-commits to a signal π and a private signal σ.

2. Nature moves and draws valuation profile V = (v1, v2) from prior distribution.

3. The contest designer carries out his commitment and a public signal realization s ∈ S is generated

according to π(s|V ).

4. Signal realization s is observable by the public and both players update their common posterior

belief as (ps, qs).

5. All players realize their valuation vi according to realization scheme.

6. The contest designer carries out his commitment and a pair of recommended strategies (x1, x2)

is generated according to σ(x1, x2|v1, v2). x1 is privately sent to player 1 and x2 is privately sent

to player 2.

7. The contest takes place, and all contestants choose efforts simultaneously.
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Note that decisions are made only in stage 1 (contest designer) and stage 7 (contestants). We call

stage 1 the persuasion stage and stage 6 the contest game, following the terminologies in Zhang and

Zhou (2016). The posterior game is an all-pay auction with correlated distribution. In the persuasion

stage, the contest designer is willing to choose the public signal π and private signal σ to maximize

the expected total effort. If we allow contest designer to chooses its preferred realization scheme, then

contest designer should make decision at stage 0 as well.

Stage 2 through 6 are implemented automatically by stochastic devices once contest designer made

the commitment. Stage 3 is called public signaling stage and stage 6 is called private signaling stage.

In stage 4, both contestants form a common posterior belief about (v1, v2). In stage 5, contestants

are informed about (v1, v2) according to the scheme chosen by contest organizer. The solution concept

employed in this paper is Bayesian Nash equilibrium for the posterior contest game and perfect Bayesian

equilibrium for the whole game.

3 Information Design

Similar to the definition made by Mathevet, Perego and Taneva (2019), we first define the concept

of public persuasion and private persuasion. Signal is public if and only if all players receive the

same signal. This is equivalent to that sender announces the signal realization publicly. If only public

signal is available, then the persuasion process is called public persuasion. Otherwise, we call it private

persuasion.

In this essay, we are mainly focus on public persuasion because the private persuasion is ineffective

for incomplete information all-pay auctions with two players (Kuang, 2019).

In stage 1, the contest designer chooses the signal π to maximize the expected total effort in

the contest. Given a signal realization s, this leads to a common posterior joint distribution µs ∈
∆(Ω2) for all players. If the persuasion signal is private, no common joint distribution exists and

we need to use belief-hierarchy to represent such distribution. Under the symmetric condition, the

distribution of posterior also has the form Table 1. Let τ be a random variable that takes value in the

∆(∆(Ω2)). Namely, it assigns a probability measure on the posteriors in the support of ∆(Ω2). We call

τ Bayesian-plausible if the expected posterior probability equals the prior. Kamenica and Gentzkow

(2011) show that finding optimal public signal π is equivalent to searching over Bayesian-plausible

distribution of posteriors τ , which maximize the expected value of the posterior expected total effort

E(ΠO). Mathematically, the indirect value function is exactly equal to the value of the concave closure

of ΠO at the prior, denoted as cavΠO(µ0), as is shown in the following proposition (Kamenica and

Gentzkow, 2011).

Proposition 3.1. The optimal signal always exists and achieves an expected total effort equal to

cavΠO(µ0).

The optimal signals are quite simple in some special cases. When ΠO(µ) is concave, then no

disclosure is optimal. When ΠO(µ) is convex, then full disclosure is optimal. In order to find the

optimal signal, we need to construct the concave disclosure of ΠO on the ∆(Ω2). Slightly abuse the
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symbol, we use ΠO(p, q) to represent expected total effort as a function of p, q, where p and q are defined

in Table 1.

4 Persuasion with Privately Informed Players

4.1 Joint Distribution

Both contestants’ valuations of winning are binary variables that chosen from prior joint distribution

Table 1. Given the symmetric condition, we have for example Pr(v1 = vH |v2 = vL) = Pr(v2 = vL|v2 =

vH). We hence use the shorthand notation Pr(H|H),Pr(L|H),Pr(L|L),Pr(H|L) hereafter. Since the

prior distribution can uniquely defined by Pr(H,H),Pr(L,L) and hence has degree of freedom two. By

using parameters p, q, we can define the prior distribution as

Pr(H,H) = p0

Pr(L,L) = q0

Pr(H,L) =
1− p0 − q0

2

Pr(L,H) =
1− p0 − q0

2

Then, we can illustrate the joint prior distribution µ0 by Table 1 with parameters p = p0 and q = q0.

4.2 The Posterior Contest Game

In the posterior contest game, we assume that the valuation of both players followed the following

symmetric joint distribution µ described by Table 1. The types’ interim beliefs are

Pr(H|H) =
Pr(H,H)

Pr(H)
=

2p

1 + p− q

Pr(L|H) = 1− Pr(H|H) =
1− p− q
1 + p− q

Pr(L|L) =
Pr(L,L)

Pr(L)
=

2q

1− p+ q

Pr(H|L) = 1− Pr(L|L) =
1− p− q
1− p+ q

The equilibrium of such a game is summarized in the following proposition according Liu and Chen

(2016).

Proposition 4.1. Consider the contest with the correlated information structure in Table 1. There is

a symmetric Bayesian Nash equilibrium where both types play a mixed strategy.

Case(1) (Sufficiently negatively correlated): When d < Pr(H|L)
Pr(H|H) , the symmetric equilibrium is non-
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monotonic:

FL(x) =

 x
Pr(L|L) x ∈ [0, Pr(L|L)(d−1)

Pr(L|H)d−Pr(L|L) ]

(Pr(H|L)−Pr(H|H)d)x+Pr(H|L)(d−1)
(Pr(H|L)−Pr(H|H))d x ∈ [ Pr(L|L)(d−1)

Pr(L|H)d−Pr(L|L) , 1]

FH(x) =
(Pr(L|H)d− Pr(L|L))x− Pr(L|L)(d− 1)

(Pr(L|H)− Pr(L|L))d
, x ∈ [

Pr(L|L)(d− 1)

Pr(L|H)d− Pr(L|L)
, 1]

Case(2) (Mildly correlated): When d > Pr(L|L)
Pr(L|H) and d > Pr(H|L)

Pr(H|H) , the symmetric equilibrium is

monotonic:

FL(x) =
x

Pr(L|L)
, x ∈ [0,Pr(L|L)]

FH(x) =
x− Pr(L|L)

Pr(H|H)d
, x ∈ [Pr(L|L),Pr(L|L) + Pr(H|H)d]

Case(3) (Sufficiently positively correlated): When d < Pr(L|L)
Pr(L|H) , the symmetric equilibrium is non-

monotonic:

FL(x) =
Pr(H|H)d− Pr(H|L)

(Pr(L|L)− Pr(L|H))d
x, x ∈ [0,

Pr(L|L)− Pr(L|H)

Pr(H|H)d− Pr(H|L)
d]

FH(x) =


Pr(L|L)−Pr(L|H)d

(Pr(L|L)−Pr(L|H))dx x ∈ [0, Pr(L|L)−Pr(L|H)
Pr(H|H)d−Pr(H|L)d]

x−Pr(L|H)d
Pr(H|H)d x ∈ [ Pr(L|L)−Pr(L|H)

Pr(H|H)d−Pr(H|L)d, d]

Here, FL(x) and FH(x) are the distribution functions. And we could see that all the distribu-

tion functions are uniform distributions. When equilibrium is monotonic, the social surplus reaches

maximum level of d(1− q) + q. We may also call such equilibrium efficient.

Proposition 4.2. When distribution is mildly correlated, d > Pr(L|L)
Pr(L|H) and d > Pr(H|L)

Pr(H|H) , E(ΠC) +

E(ΠO) = d(1− q) + q.

For the binary type symmetric distribution described by benchmark model, there are three possible

ex post contest circumstances, high type compete with high type, low type compete with low type, and

high type compete with low type. Inefficiency arises only in the last circumstance when it is possible

for low type contestant bid higher than high type contestant. In other words, non-monotonicity implies

inefficiency. Therefore, when distribution is mildly correlated, social surplus is maximized. When

bidding range of both player contain zero, bidding zero is equivalent to bidding any values in the

support of mixed strategy and hence both type of contestants get zero utility. We call such equilibria

exploitative because contestants get zero utility ex ante.

Proposition 4.3. When distribution is sufficiently positively correlated, d < Pr(L|L)
Pr(L|H) , E(ΠC) = 0.

Applying Proposition 4.1, we can then summarize the expected total effort for contest designer,

ΠO(p, q) by the following theorem.
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E(ΠC)

d(1− q) + q0

E(ΠO)

d(1− q) + q

Mildly
Correlated

Sufficiently
Positively
Correlated

Figure 2: Surplus Triangle

Theorem 4.4. The expected total effort for contest designer,

ΠO(p, q) = (1 + p− q)E(xH) + (1− p+ q)E(xL) (5)

When the two players’ valuation follows symmetric joint distribution µ described by Table 1, the

expected number of players that have high valuation is 1 + p − q. Similarly, the the expected number

of players that have low valuation is 1− p+ q. And according to Proposition 4.1, the expected effort of

a player conditional on his type is easily obtained from the probability density and the average value

of the two extreme points. So we characterize the total effort in the three cases.

Case(1) (Strong negative correlation):

ΠO(p, q) = 1 +
(d− 1)(1 + p− q)

[
4q − (1− p+ q)2

]
2(1− p+ q)(1− p− q)d− 4q(1 + p− q)

(6)

Case(2) (Low correlation):

ΠO(p, q) = q + pd+
2q(1 + p− q)

1− p+ q
(7)

Case(3) (Strong positive correlation):

ΠO(p, q) = 1 +
(d− 1)(1 + p− q)

[
d(1 + p− q)(1− p+ q)− 2(1− p− q)

]
4pd(1− p+ q)− 2(1− p− q)(1 + p− q)

(8)
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4.2.1 2-Dimensional Properties of ΠO(p, q)

The equilibrium characterization can be divided into three parts according to the degree of corre-

lation: case (1) corresponds to strong negative correlations between v1 and v2, case (2) corresponds to

low correlation and case (3) corresponds to strong positive correlations.

In this subsection, by observing the changing of division with d via graphically illustration, we

propose conjectures and then prove those conjectures. The following two plots characterized the three

regions with two different values of d, which are defined as d = vH
vL

in benchmark model. We choose the

cases where d equals 2 and 3.

p

10 1/3

q

1

1
2

3

p

10 1/5

q

1

1

2

3

Figure 3: Left (d = 2), Right (d = 3)

For the sake of simplicity, we call the lowest part region 1 (case (1), strong negative correlation),

the middle part region 2 (case (2), low correlation), the highest part region 3 (case (3), strong positive

correlation). By Proposition 4.1, the boundary curve between region 1 and region 2 is defined as

d =
Pr(H|L)

Pr(H|H)
=

(1− p− q)(1 + p− q)
2p(1− p+ q)

(9)

or written as quadratic equation of p, q with parameter d

(2d− 1)p2 + q2 − 2dpq − 2dp− 2q + 1 = 0 (10)

We call this boundary curve valley. For the implicit function described above, we define pv(q) and

qv(p) respectively that denote the explicit relationship between p, q. By Proposition 4.1, the boundary

curve between region 2 and region 3 is defined as

d =
Pr(L|L)

Pr(L|H)
=

2q(1 + p− q)
(1− p− q)(1− p+ q)

(11)

13



or written as quadratic equation of p, q with parameter d

dp2 + (2− d)q2 − 2pq − 2dp− 2q + d = 0 (12)

We call this boundary curve ridge. For the implicit function described above, we define pr(q) and qr(p)

respectively that denote the explicit relationship between p, q.

From the graphical illustration described above, we can easily conclude that as d increases, region

2 expands while both region 1 and 3 shrink. Mathematically,

Observation 4.5. For boundary between region 1 and region 2 described by Equation 10, we have the

following condition
∂pv(q)

∂d
< 0 (13)

For boundary between region 2 and region 3 described by Equation 12, we have the following condition

∂pr(q)

∂d
> 0 (14)

The above observation has the following implication. According to the equilibrium characterization

in Proposition 4.1, monotone equilibrium exists only in region 2. In monotone equilibrium, the prize is

never allocated to the bidder with lower value when valuations are different ex post. That is, only region

2 is efficient on the behalf of social planner. As d increases, region 2 grows, and monotone equilibrium

may exist even in highly unbalanced distribution.

What’s more, as it is shown in previous observation, when d increases, region 3 shrinks. And region

3 always keeps its convexity.

Observation 4.6. Region 3 is convex.

In fact, the convexity of region 3 plays great role in optimal signal characterization in Section 5.

Last but not least, we figure out that valley has unique intersection point with p-axis,

Observation 4.7. The valley and p-axis has unique intersection point 1
2d−1 .

By letting q = 0, the formula of valley turns to be

(2d− 1)p2 − 2dp+ 1 = 0 =⇒ [(2d− 1)p− 1](p− 1) = 0

The solution is hence 1
2d−1 .

4.2.2 3-Dimensional Properties of ΠO(p, q)

Conditional on those three regions, we construct expected total effort function ΠO(p, q) in 3-d

coordinate system by drawing all possible (p, q,ΠO(p, q)). In this subsection, we focus on special

properties of ΠO(p, q). Applying the surplus triangle methodology, we provide the upper bound of this

function, which is defined by the upper bound of social surplus E[max(v1, v2)],

Proposition 4.8. ΠO(p, q) ≤ E[max(v1, v2)] = d(1− q) + q
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We begin with some boundary cases. Since the domain of (p, q) is a 2-D simplex, we first analyze

three edges of such simplex, including

1. p = 0, q ∈ [0, 1] or known as q-axis,

2. q = 0, p ∈ [0, 1] or known as p-axis,

3. p+ q = 1, p ∈ [0, 1] or known as hypotenuse.

q-axis

Proposition 4.9. When posterior locates in q-axis, the resulting expected total effort can be expressed

as a function of q alone,

ΠO(0, q) =
(1 + 4q − q2)d+ (1− 6q + q2)

(2 + 2q)d− 4q
(15)

The above equation is derived by using case (1) of Theorem 4.4 and letting p = 0.

Lemma 4.10. ΠO(0, q) is concave with respect to q.

This lemma holds because the second order derivative,

∂2

∂q2
ΠO(0, q) =

−4(d− 1)3

(d+ dq − 2q)3
< 0 (16)

p-axis

Proposition 4.11. When posterior locates in p-axis, the resulting expected total effort can be expressed

as a function of p alone,

ΠO(p, 0) =

d+1
2d −

(d−1)p
2d p ∈ [0, 1

2d−1 ]

pd p ∈ ( 1
2d−1 , 1]

(17)

According to Observation 4.7, point (p, 0) falls in region 1 when p ≤ 1
2d−1 , and falls in region

2 otherwise. When p ≤ 1
2d−1 , putting q = 0 into the expression of Theorem 4.4 case (1), we have

Π0(p, 0) = d+1
2d −

(d−1)p
2d . When p > 1

2d−1 . putting q = 0 into the expression of Theorem 4.4 case (2),

we have Π0(p, 0) = pd.

Hypotenuse

Proposition 4.12. When posterior locates in the hypotenuse, expected total effort function reaches the

upper bound of ΠO(p, q),

ΠO(1− q, q) = d(1− q) + q (18)

In this situation, the winning value of prize is common for both contestant. Hence, equilibrium is

both efficient and exploitative. Therefore, expected total effort function reaches the maximum social

surplus.
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Figure 4: 3D schematic representation of ΠO(p, q)

Now we move to valley (boundary line of region 1 and region 2) and ridge (boundary line of region

2 and region 3). Figure 4 provides us a graphical illustration of ΠO(p, q) where yellow represents the

sufficiently negatively correlated case, green represents the mildly correlated case and blue represents

the sufficiently positively correlated case.

Ridge

We find out that boundary of region 2 and region 3 with Equation 12 is indeed a ridge, which we

refer to ridge phenomenon of positive correlation. Mathematically,

Proposition 4.13. When posterior locates on the ridge, expected total effort function reaches the upper

bound of ΠO(p, q),

ΠO(pr(q), q) = d(1− q) + q (19)

When p, q satisfies Equation 12, according to Theorem 4.4, replacing 2q(1 + p − q) by d(1 − p −
q)(1− p+ q), we have the expected total effort

ΠO(pr(q), q) = q + pd+
2q(1 + p− q)

1− p+ q
= q + pd+ (1− p− q)d = d(1− q) + q

Counter intuitively, ΠO(pr(q), q) = E(max(v1, v2)). That is, the upper bound of the ΠO(p, q) func-

tion can be obtained on interior inside the 2-D simplex, see Figure 5.
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pHypotenuseRidgeValley

ΠO(p, q)

d(1− q) + q

Region

3

Region

2

Region

1

Figure 5: Cross Section (Fixed q Level)

Valley

Proposition 4.14. When posterior locates in the valley, expected total effort function can be expressed

as a function of p alone,

ΠO(p, qv(p)) = 1− (d− 1)p (20)

We find out that boundary of region 1 and region 2 with Equation 10 is indeed a valley. If we take the

cross section by fixing the value of q and connect the point with p = 0 and p = pr(q), the point located

in the valley is below the line segment connecting q-axis and ridge, see Figure 5. Mathematically,

Lemma 4.15. When posterior locates in the valley, expected total effort satisfies the following condition,

ΠO(pv(q), q) ≤
pr(q)− pv(q)

pr(q)
ΠO(0, q) +

pv(q)

pr(q)
ΠO(pr(q), q)

We also found that the lower bound of ΠO(p, q) is obtained in the valley.

Proposition 4.16. ΠO(p, q) ≥ d
2d−1 . This lower bound is achieved when p = 1

2d−1 and q = 0.
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5 Main Results

5.1 An Illustrative Example

In a simultaneous all-pay auction contest, the prior type distributions for both players are indepen-

dently and identically distributed,

vi =

1 w.p. 0.5

2 w.p. 0.5

Use the terminology of this article, we have the ratio of winning value d = 2 and prior joint distribution

p0 = q0 = 0.25.

In Lu, Ma and Wang (2018), which following Serena (2016) and followed by Chen, Kuang and Zheng

(2017b), they characterizes four type-dependent disclosure policies. They only focus on anonymous

disclosure policies. Ignoring the identities of the players, since each player has two types (vH and vL),

the possible type profiles are (vH , vH), (vH , vL) and (vL, vL), anonymous disclosure policy thus specifies

for each profile whether to disclose it to both players (henceforth, D, for disclosure), or conceal it from

both players (henceforth, C, for concealment). For instance, use (D,D,D) to denote this policy where

the first D means disclosing when the profile is (vH , vH) the second D means disclosing when the profile

is (vH , vL); and the third D means disclosing when the profile is (vL, vL). Recall that expected total

efforts in those four policies are ranking as

(C,C,C) � (D,C,C) � (D,D,D) � (C,C,D)

with revenue showed in the following table.

Strategy Expected total effort

(C,C,C) 5/4

(D,C,C) 7/6

(D,D,D) 9/8

(C,C,D) 3/4

However, contest organizer can design the following signal structure for better outcome. Assume

S = {sE , sU} where sE stands for “Equal” and sU stands for “Unequal”. There are three combination

of values, the conditional distribution of s depending on combination is shown in the following table.

sE sU

(vH , vH) 1 0

(vH , vL) 0.5 0.5

(vL, vL) 1 0

Contest organizer will reveal whether both contestants have the same winning value. If they are evenly

matched, contest organizer will reveal the corresponding signal sE . However, if their winning values

are different, contest organizer will truthfully reveal this information by sU with only half probability

and misreport the signal sE with remaining half probability. Therefore, the probabilities of receiving
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p(1,0)(0,0)

q

(0,1) (C,C,D)

(D,C,C)

(D,D,D)

(C,C,C)
p

(1,0)(0,0)

q

(0,1)

(1/3,1/3)

Figure 6: Strategy in Lu, Ma and Wang (2018) (left) and This Paper (right)

sE and sU are

Pr(sE) = 3/4

Pr(sU ) = 1/4

When receiving sE , the posterior distribution µE is

High Low

High 1/3 1/6

Low 1/6 1/3

When receiving sU , the posterior distribution µU is

High Low

High 0 1/2

Low 1/2 0

Therefore, the expected total effort will be

Es(ΠO) = Pr(sE)ΠO(µE) + Pr(sE)ΠO(µE) =
3

4
× 5

3
+

1

4
× 3

4
=

23

16
>

5

4
=

20

16
(better than (C,C,C))

In previous example, information design can generate higher expected effort than type dependent

disclosure policy. Although the prior distribution is as simple as binary, it may be payoff-improving

for the designer to apply information design. More specifically, information design is advantageous for

almost every prior distribution.

The signal structure we mentioned above is not only beneficial for contest organizer compared with

degenerated policy, but also optimal under the framework of Bayesian persuasion. In order to prove

the optimality, we preview two results from later sections.
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1. When prior µ0 = (p0, q0) locates in region 1 or 2, then the optimal signal is associated with exactly

two posteriors such that one locates at q-axis and the other locates on the ridge.

2. The optimal signal is unique and can be figure out efficiently by linear searching algorithm.

We now briefly discuss the process how we derive these two posteriors in these part. And we would

present a general method and corresponding proofs in the next section. By the first result above, we

could assume that there exists one posterior that located at q-axis, which is denoted as (0, q̄). And

there exists one posterior that located at ridge, which is denoted as (p̄, qr(p̄)). The problem becomes

searching for optimal q̄ such that generates highest expected total effort.

We extend the straight line pass through points (0, q̄) and (0.25, 0.25) as

q = (1− 4q̄)p+ q̄ (21)

denoted as line L.

When q > 0.36, line L has no intersect points with ridge. When q ≤ 0.36, we can solve for the

intersection point (p̄, qr(p̄)) as

(p̄, qr(p̄)) ≡

(
2(1− q̄)

3− 3q̄ +
√

9− 34q̄ + 25q̄2
,

2(1− q̄)(1− 4q̄)

3− 3q̄ +
√

9− 34q̄ + 25q̄2
+ q̄

)

See left panel of Figure 7 for graphical illustration.

If we linearly expand the prior distribution (0.25, 0.25) into two posterior distributions (0, q̄) and

(p̄, qr(p̄)), the resulting total effort at (0, q̄) and (p̄, qr(p̄)) are

ΠO(0, q̄) =
3 + 2q̄ − q̄2

4
(22)

ΠO(p̄, qr(p̄)) =
(4 + q̄ − 5q̄2) + (2− q̄)

√
9− 34q̄ + 25q̄2

3− 3q̄ +
√

9− 34q̄ + 25q̄2
(23)

Hence, we can express the expected total effort after information design as a function of q̄,

g(q̄) =
(p̄− 0.25)ΠO(0, q̄) + 0.25ΠO(p̄, qr(p̄))

p̄

=
ΠO(p̄, qr(p̄))−ΠO(0, q̄)

4p̄
+ ΠO(0, q̄)

=
(4 + q̄ − 5q̄2) + (2− q̄)

√
9− 34q̄ + 25q̄2

8(1− q̄)
− (3− 3q̄ +

√
9− 34q̄ + 25q̄2)(3 + 2q̄ − q̄2)

32(1− q̄)
+

3 + 2q̄ − q̄2

4

=
(7 + 7q̄ − 11q̄2 − 3q̄3) + (5− 6q̄ + q̄2)

√
9− 34q̄ + 25q̄2

32(1− q̄)
+

3 + 2q̄ − q̄2

4

=
(31− q̄ − 35q̄2 + 5q̄3) + (5− 6q̄ + q̄2)

√
9− 34q̄ + 25q̄2

32(1− q̄)

=
(31 + 30q̄ − 5q̄2) + (5− q̄)

√
9− 34q̄ + 25q̄2

32
, q̄ ≤ 0.36

Now the optimal information design problem for the designer becomes finding the optimal q̄∗ such
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p(1,0)(0,0)

q

(0,0.36)

(0,1)

(0, q̄)
(p̄, qr(p̄))

L

q̄

0

g(q̄)

1.2

1.3

1.4

1.5

1.4375

0.1 0.2 0.3 0.40.36

Figure 7: Example

that the resulting expected total effort after information design is maximized

max
q̄≤0.36

g(q̄)

g(q̄) is a quasi-concave function and hence solvable by linear searching. We can also prove the

optimality of q̄∗ = 0 using the approach of calculus. We have the first order condition

g′(q̄) =
(30− 10q̄)− (94− 176q̄ + 50q̄2)(9− 34q̄ + 25q̄2)−0.5

32

g′(0) = − 1

24
< 0

and the second order condition

g′′(q̄) =
−10− (−176 + 100q̄)(9− 34q̄ + 25q̄2)−0.5 + (94− 176q̄ + 50q̄2)(−17 + 25q̄)(9− 34q̄ + 25q̄2)−1.5

32

= −0.3125− (−176 + 100q̄)(9− 34q̄ + 25q̄2)− (94− 176q̄ + 50q̄2)(−17 + 25q̄)

32(1− q̄)1.5(9− 25q̄)1.5

= −0.3125− 14 + 1542q̄ − 2550q̄2 + 1250q̄3

32(1− q̄)1.5(9− 25q̄)1.5

= −0.3125− 14 + q̄(272− 50q̄) + 1250q̄(1− q̄)2

32(1− q̄)1.5(9− 25q̄)1.5
< 0

second order condition implies that g(q̄) is a concave function. By first order derivative at q̄∗ = 0, we

know that g(q̄) is strictly decreasing and hence reaches its maximum at q̄∗ = 0. Please refer to right

panel of Figure 7 for diagram of g(q̄).
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5.2 Summary

The main task of this section is twofold.

1. Providing the necessary and sufficient condition on when Bayesian persuasion is superior to full

disclosure or full concealment. (subsection 5.3)

2. Characterizing the optimal Bayesian persuasion of the main model. (subsection 5.4 and subsec-

tion 5.5)

Our analysis on both problems are based on ridge phenomenon of positive correlation (Proposi-

tion 4.13), which divides the entire domain into two parts:

1. Sufficiently positively correlated (Region 3)

2. Sufficiently negatively correlated (Region 1) and mildly correlated (Region 2)

For the first question, we propose a new method to refine posterior distributions, called elimination

of strictly dominated posteriors, which is further inherited by Kuang (2019). For some posterior distri-

bution (p, q), if we can find a strictly better signal than full concealment, then this posterior distribution

will never be contained in any optimal posterior profile. The signal we use here actually horizontal-

ly spreads the prior distributions into two posteriors locating on the boundary along the direction of

p-axis. After refining the candidates of posterior distributions, there are only three curves remaining,

q-axis, ridge and hypotenuse. See Figure 8, where blue line denotes inefficient remaining posteriors and

red lines denote efficient remaining posteriors. For the second question, we show that for almost all

prior distributions (except for those three colored curves), it is without loss of generality to consider

only two posterior distributions that one of them is located on the ridge.

p

10

q
1

Figure 8: Remaining Posteriors

When prior (p0, q0) is located in region 3, we can draw a horizontal line through the prior that parallel

to p-axis and take the intersection points with ridge and hypotenuse as two posterior distributions,

(0, q0) and (pr(q0), q0) (Theorem 5.1). In both of posteriors, ΠO = d(1− q0) + q0 (Proposition 4.12 and

Proposition 4.13). Since this signal structure achieves the upper bound stated in Proposition 4.8, the

signal is guaranteed to be optimal (Proposition 5.5). Last but not least, we show that as long as all
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posteriors are lying on ridge and hypotenuse, the corresponding signal is optimal. This finding has two

implications, as shown in Corollary 5.7, (1) there are infinitely many optimal signals and (2) optimal

may include any number of posteriors.

When prior (p0, q0) located in region 1 or 2, we can also draw a horizontal line that is parallel

to p-axis and take the intersection points with ridge and q-axis as two posterior distributions (The-

orem 5.3). This posterior profile that generated by the parallel line to p-axis through (p0, q0) could

always provide a improved total effort directly from the fact that we use horizontal spread to eliminate

interior distributions. So we can focus on the posteriors on the ridge and q-axis. Then we prove the

number of posteriors on q-axis (Lemma 4.10) and the ridge (Lemma 5.10) is at most one. Furthermore,

we prove that the uniqueness of the optimal signal in Theorem 5.12. Two associated posteriors are

located on the ridge and q-axis respectively. Finally, we show that it is searching for the optimal signal

is efficient because the objective function for searching algorithm is quasi concave (Corollary 5.14).

5.3 Elimination of Strictly Dominated Posteriors

5.3.1 Region 3

When prior distribution is located in region 3, we can always increase the expected total effort by

applying the following signal.

Theorem 5.1. For any prior µ0 = (p0, q0) in region 3 (but not in boundary), the signal associated

with two posteriors, (pr(q0), q0) and (1− q0, q0) is (strictly) better than full concealment. The resulting

expected total effort after information design is d(1− q0) + q0.

This theorem is concluded immediately after Proposition 4.12 and Proposition 4.13. By Proposi-

tion 4.8, we have ΠO(p, q) ≤ d(1− q) + q for arbitrary posterior distribution (p, q). When distribution

is located inside region 3, then ΠO(p, q) < d(1− q) + q.

Proposition 5.2. All posteriors located inside region 3 will not be included in posterior profile.

5.3.2 Region 1 and Region 2

Theorem 5.3. For any prior µ0 = (p0, q0) in region 1 or 2, there exists a signal associated with two

posteriors, (0, q0) and (pr(q0), q0) is (strictly) better than full concealment.

Mathematically, the above signal is strictly better than no disclosure if and only if

ΠO(λpr(q), q) < λΠO(pr(q), q) + (1− λ)ΠO(0, q),∀λ ∈ (0, 1)

When fixing d and q, we can prove that ΠO(p, q) is convex in region 1 with respect to p and convex

in region 2 with respect to p as well. Hence, ΠO(p, q0) is piecewise convex. By Lemma 4.15, we have

the the value of ΠO(p, q) at turning point pv(q0) is lies below the line connecting 0 and pr(v0). This

concludes the proof. Please refer to appendix for details.
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This theorem states that for any prior in region 1 or 2, designer could always increase his surplus

compared with no disclosure by horizontally spread prior distribution to two posteriors lying on q-axis

and ridge respectively.

Proposition 5.4. All posteriors located inside region 1, region 2 and valley will not be included in

posterior profile.

5.4 Information Design for Region 3

5.4.1 Optimal Public Persuasion

By Proposition 4.8, we have ΠO(p, q) ≤ d(1−q)+q for arbitrary posterior distribution (p, q). Hence,

it is impossible to design a strictly better signal.

Proposition 5.5. For any prior µ0 = (p0, q0) in region 3 (but not in boundary), the signal interpreted

in Theorem 5.1 is optimal among all possible signals.

Recall that ΠO(p, q) = d(1− q) + q for all distribution on the ridge or hypotenuse. If all posteriors

associated with some signal are on the ridge or hypotenuse, contest organizer obtains d(1− q0) + q0 by

implementing this signal.

Proposition 5.6. When prior locates inside region 3, as long as all induced beliefs are at boundary of

region 3 (including ridge and hypotenuse), the corresponding signal is optimal.

Directly from the above proposition,

Corollary 5.7.

1. When prior locates inside region 3, there exist infinite optimal signals.

2. When prior locates inside region 3, optimal signal may include any number of posteriors.

Now, we present another example to visualize the results we have derived in region 3. We set d = 2

and p = q = 0.4.

High Low

High 2/5 1/10

Low 1/10 2/5

Expected total effort without information disclosure is 1.57143. Contest organizer can design the

following signal structure for better outcome. Similar to subsection 5.1, we still let S = {sE , sU}. The

conditional distribution of s depending on combination is shown in the following table.

sE sU

(vH , vH) 0.5 0.5

(vH , vL) 0 1

(vL, vL) 0.5 0.5

24



p(1,0)(0,0)

q

(0,1)

p

(1,0)(0,0)

q

(0,1)

Figure 9: Corollary 5.7, first part (left) and second part (right)

Contest organizer will reveal whether both contestants have the same winning value. If their winning

values are different, contest organizer will truthfully reveal the signal sU . Otherwise, contest organizer

output a signal s randomly. Therefore, the probabilities of receiving sE and sU are

Pr(sE) = 2/5

Pr(sU ) = 3/5

When receiving sE , the posterior distribution µE is

High Low

High 1/2 0

Low 0 1/2

When receiving sU , the posterior distribution µU is

High Low

High 1/3 1/6

Low 1/6 1/3

Therefore, the expected total effort will be

Es(ΠO) = Pr(sE)ΠO(µE)+Pr(sE)ΠO(µE) =
2

5
×3

2
+

3

5
×5

3
= 1.6 > 1.57143 (better than full concealment)

5.4.2 Surplus Triangle Analysis

In this part, we characterize what could happen to consumer and producer surplus for all possible

signal structures. By Bayes plausible requirement, the set of possible surplus pairs should be convex.

From the previous analysis, we know that at least two points will be attained. On one hand, if
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ΠC

ΠO

P

A

O

B

Figure 10: Surplus Triangle for Prior in Region 3

the contest organizer delivers no message to contestants, the posterior will remain at the prior. By

Proposition 4.3, ΠC = 0. Meanwhile, organizer surplus does not reach the maximum. This is marked

by point P in Figure 10 where P stands for “prior”. On the other hand, if the contest organizer applies

the optimal Bayesian persuasion signal in Theorem 5.1, organizer surplus reaches the maximum social

surplus d(1− q) + q. This is marked by point O in Figure 10 where O stands for “optimal”.

pRidge Hypotenuse

ΠO(p, q)

d(1− q) + q

Convex

pRidge Hypotenuse

ΠO(p, q)

d(1− q) + q

Concave Convex

Figure 11: Cross Section, Convex (left) or Concave-Convex (right)

We are concerned with the welfare consequences of all possible signal structures, in addition to

the two mentioned above. To begin with, we can identify some elementary bounds on organizer and

contestants surplus for three edges of surplus triangle. The point marked A is where organizer surplus is

minimized under exploitative condition. Recall that exploitative condition holds only in region 3. Point

A must be attained using posteriors in region 3 only. Under some specific settings, point A lies below

point P , indicating that we can find out a signal structure inferior to full concealment. Let us take

the cross section by fixing the value of q, ΠO(p, q) is either convex with respect to p or concave-convex

with respect to p. When the latter case happens, we can find out a worse signal structure than full
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concealment. Convexification is required to solve for minimum organizer surplus.

The point marked B is where organizer surplus is minimized under efficient condition. Recall that

efficient condition holds only in region 2 and the hypotenuse. As long as including posterior inside

region 2, contestant surplus will be positive. At last, organizer surplus will always be strictly positive.

Therefore, all posteriors inside the shaded area can be implemented.

5.5 Information Design for Regions 1 and 2

5.5.1 Optimal Public Persuasion

According to our results in subsection 5.3, only posteriors in q-axis, ridge and hypotenuse will be

included in optimal posterior profile. Because any point (p, q) that located inside region 1 and region 2

and valley, we can design a better signal that shown in Theorem 5.3 to reach strictly higher utility. In

order to satisfy the Bayes plausible condition, at least one of the optimal Bayesian persuasion signals

should be located on the q-axis. Otherwise, by convexity of region 3, prior distribution must be in

region 3, which creates contradiction. The following lemma further shows that for optimal signal, there

exists exactly one posterior that located in q-axis.

Lemma 5.8. In optimal signal, there exists at most one posterior that located at q-axis.

By ??, ΠO(0, q) is a concave function with respect to q. If more than two posteriors are located at

q-axis, we would assume that two of them are (0, q1) and (0, q2). By merging two posteriors into one

according to their weight in posterior profile, contest designer can get strictly higher revenue.

Lemma 5.9. In optimal signal, there exists no posterior that located at hypotenuse.

We denote the unique posterior in q-axis as (0, q̄). Assume there exists one posterior that located

at hypotenuse, denoted as (p1, 1 − p1). Let (p2, qr(p2)) denote the intersection point of ridge and the

line connecting (0, q̄) and (p1, 1− p1). The following condition holds because of collinearity,

1− p1 − q̄
p1

=
qr(p2)− q̄

p2

The expected total effort for those three distributions are

(0, q̄) : ΠO(0, q̄)

(p1, 1− p1) : dp1 + 1− p1

(p2, qr(p2)) : d(1− qr(p2)) + qr(p2)

We consider the following belief profile,

(0, q̄) with probability 1− p2

p1

(p1, 1− p1) with probability
p2

p1
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p(1,0)(0,0)

q

(0,1)

(0, q̄) (p2, qr(p2))

(p1, 1− p1)

1−p1−q̄
p1

= qr(p2)−q̄
p2

p

(1,0)(0,0)

q

(0,1)

(0, q̄)

P
A

B

Figure 12: Lemma 5.9 (left) and Lemma 5.10 (right)

the expected total effort will be

(1− p2

p1
)ΠO(0, q̄) +

p2

p1
(dp1 + 1− p1) < (1− p2

p1
)(d(1− q̄) + q̄) +

p2

p1
(dp1 + 1− p1) = d(1− qr(p2)) + qr(p2)

because ΠO(0, q̄) < d(1 − q̄) + q̄. Therefore, posterior that located at hypotenuse is dominated when

analyzing the optimal signal.

Lemma 5.10. In optimal signal, there exists at most one posterior that located at ridge.

We denote the prior distribution as (p0, q0). This is marked by point P in right panel of Figure 12.

We denote the unique posterior in q-axis as (0, q̄). Assume that for optimal signal, there exists multiple

posteriors that located on ridge, denoted as (pi, qr(pi))
n
i=1. Let wi denote the weight of (pi, qr(pi)), with∑n

i=1wi < 1. The weight of (0, q̄) is then 1−
∑n

i=1wi in belief profile. We define (pc, qc) as the weighted

average of (pi, qr(pi))
n
i=1 with

pc

n∑
i=1

wi =
n∑
i=1

wipi (24)

qc

n∑
i=1

wi =
n∑
i=1

wiqr(pi) (25)

by convexity of region 3 (Observation 4.6), we find out that (pc, qc) are located inside region 3. This is

marked by point A in right panel of Figure 12. According to Bayes plausible condition,
∑n

i=1wi = p0
pc

.

Let (p̄, qr(p̄)) be the intercept of ridge and line segment between (0, q̄) and (pc, qc). This is marked by

point B in right panel of Figure 12. We claim that signal associated with posteriors (0, q̄) and (p̄, qr(p̄))

is better than optimal signal.
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The expected total effort under original belief profile is

pc − p0

pc
ΠO(0, q̄) +

p0

pc

(
d(1− qc) + qc

)
= d(1− q0) + q0 −

pc − p0

pc

(
d(1− q̄) + q −ΠO(0, q̄)

)
(26)

The expected total effort under new belief profile is

p̄− p0

p̄
ΠO(0, q̄) +

p0

p̄

(
d(1− qr(p̄)) + qr(p̄)

)
= d(1− q0) + q0 −

p̄− p0

p̄

(
d(1− q̄) + q −ΠO(0, q̄)

)
(27)

New belief profile is preferred by contest organizer because p̄ < pc. Combining the above three

lemmas (Lemma 5.8, Lemma 5.9, Lemma 5.10), we can prove the following theorem directly..

Theorem 5.11. When prior (p0, q0) is located at region 1 or 2 but neither q-axis nor the ridge, the

optimal signal is associated with one posterior located at q-axis and the other located on ridge.

The structure of the posterior profile corresponding to optimal persuasion signal has the form of

linear expansion. In other words, prior and both posteriors are collinear. The following theorem told

us the optimal signal exists uniquely.

Theorem 5.12. The optimal signal for (p0, q0) in region 1 and 2 exists uniquely.

Assume that there exists at least two possible optimal signals. Assume the first one is associated

with posteriors (0, q1), (p1, qr(p1)) and the second one is associated with posteriors (0, q2), (p2, qr(p2)).

By Bayes plausible condition, we have

p1 − p0

p1
(0, q1) +

p0

p1
(p1, qr(p1)) = (p0, q0)

p2 − p0

p2
(0, q2) +

p0

p2
(p2, qr(p2)) = (p0, q0)

Therefore, for all λ ∈ (0, 1), the following Bayes plausible condition pins down another optimal signal,

λ(p1 − p0)

p1
(0, q1) +

λp0

p1
(p1, q

′
1) +

(1− λ)p2 − p0

p2
(0, q2) +

(1− λ)p0

p2
(p2, q

′
2) = (p0, q0)

However, we can use
(
λ(p1−p0)

p1
+ (1−λ)p2−p0

p2

)
(0, q3)(a posterior on the q-axis generated by the two priors

on the q-axis to replace λ(p1−p0)
p1

(0, q1) + (1−λ)p2−p0
p2

(0, q2), which can generate strictly higher expected

total effort for contest designer by Lemma 4.10. Contradiction happens.

The above analysis process takes advantage of the concavity of ΠO(0, q) with respect to q. This

property is also useful when proving the efficiency on searching optimal signal. For now on, we assume

the signal satisfies Theorem 5.11. Let g(q̄) denote the expected total effort for contest designer when

the posterior at q-axis is (0, q̄).

Lemma 5.13. g(q̄) is strictly quasi-concave.

Let us look at Figure 13. Lemma 5.13 suggests that signal associated with solid line is better

than signal associated with dashed line or the signal associated with dashed line. Since g(q̄) is quasi
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p

(1,0)(0,0)

q

(0,1)

(0, q̄)

(p̄, qr(p̄))

(0, q1)

(p1, qr(p1))(0, q2)

(p2, qr(p2))

Figure 13: Quasi Concavity of g(q̄)

concave, the linear searching algorithm can always solve for q̄∗ = arg max g(q̄) efficiently because g(q̄)

is monotonic increasing when q̄ < q̄∗ and monotonic decreasing when q̄ > q̄∗.

Corollary 5.14. Searching for optimal signal is efficient.

It is also worth noting that line segments determined by the optimal posterior profile will not

intersect with each other. In other words,

Remark 5.15. If for some prior distribution, the optimal signal corresponding to two posteriors

(0, q̄), (p̄, qr(p̄)), then for all distribution collinear with (0, q̄) and (p̄, qr(p̄)), the optimal signal cor-

responding the same posterior profile.

We have already present the example in region 2 (subsection 5.1). Here, we present another example

to visualize the results we have derived in region 1. We set d = 2 and p = q = 0.1.

High Low

High 1/10 2/5

Low 2/5 1/10

Expected total effort without information disclosure is 0.72727. Contest organizer can design the

following signal structure for better outcome. Similar to previous two examples, we still let S =

{sE , sU}. The conditional distribution of s depending on combination is shown in the following table.

sE sU

(vH , vH) 1 0

(vH , vL) 1/8 7/8

(vL, vL) 1 0
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Contest organizer will reveal whether both contestants have the same winning value. If their winning

values are the same, contest organizer will truthfully reveal the signal sE . Otherwise, contest organizer

output correct signal sU with probability less than 1. Therefore, the probabilities of receiving sE and

sU are

Pr(sE) = 3/10

Pr(sU ) = 7/10

When receiving sE , the posterior distribution µE is

High Low

High 1/3 1/6

Low 1/6 1/3

When receiving sU , the posterior distribution µU is

High Low

High 0 1/2

Low 1/2 0

The two posteriors are exactly the same as subsection 5.1, consistent with Remark 5.15. Therefore, the

expected total effort will be

Es(ΠO) = Pr(sE)ΠO(µE)+Pr(sE)ΠO(µE) =
3

10
×5

3
+

7

10
×3

4
= 1.025 > 0.72727 (better than full concealment)

5.5.2 Surplus Triangle Analysis

When the prior distribution is in region 1, all three edges of the surplus triangle are unreachable.

Only thing we know is that the set of possible surplus pairs is convex.

When the prior distribution is in region 2, both legs of surplus triangle are unreachable. From

the previous analysis, we know that at least two points will be attained. On one hand, if the contest

organizer delivers no message to contestants, the posterior will remain at the prior. By Proposition 4.2,

surplus pair is located on efficient frontier. This is marked by point P in Figure 14 where P stands for

“prior”. On the other hand, if the contest organizer applies the optimal Bayesian persuasion signal,

organizer surplus will increase while allocation becomes inefficient. This is marked by point O in

Figure 14 where O stands for “optimal”.

We are concerned with the welfare consequences of all possible signal structures, in addition to the

two mentioned above. We need to characterize the potential outcomes within efficient frontier. The

point marked A is where organizer surplus is maximized under efficient condition. Recall that efficient

condition holds inside only region 2. Point A must be attained using posteriors in region 2 only. By

Theorem 5.3, we know that ΠO(p, q) is convex with respect to p inside region 2. Hence, point A is

located at the top left of point P . The point marked B is where organizer surplus is minimized under
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efficient condition. The Hessian matrix of ΠO(p, q) inside region 2 is

4

(1− p+ q)3

[
2q 1− p− q

1− p− q −8(1− p)

]

which implies that ΠO(p, q) is convex with respect to q inside region 2. Hence, point B is located at

the bottom right of point P . At last, organizer surplus will always be strictly positive. Therefore, all

posteriors inside the shaded area can be implemented.

ΠC

ΠO

P

O

A

B

Figure 14: Surplus Triangle for Prior in Region 2

6 Extension I: No Private Information

In previous sections, we assume that players always recognize their true valuation before posterior

contest game thus contest designer cannot distort the information about their own types. Nonetheless,

if players do not know their realized type ex ante, should contest designer disclose type information

to them? Typically, this type information has non-negative value for contest designer because he can

reveal all information to guarantee the revenue of scheme P.

Recall that the contest designer is able to commit to three different scenarios on players’ information

regarding their types

1. No Information. Denoted as N. (Neither player knows his/her own winning value.)

2. Private Information. Denoted as P. (Both players know their own winning values.)

3. Asymmetric Information. Denoted as A. (Exactly one player know his/her own winning value.)

The private information scenario has been studied thoroughly in previous sections.

6.1 Public Persuasion with Uninformed Players, N

The expected valuation for both players are 1+p−q
2 d+ 1−p+q

2 . Hence, this circumstance is identical

to complete information all-pay auction with winning valuation v = 1+p−q
2 d + 1−p+q

2 . The expected

32



total effort for contest designer is hence

ΠN
O(p, q) =

(1 + p− q)d+ (1− p+ q)

2
=
d+ 1 + (d− 1)(p− q)

2
(28)

which is linear with p and q.

Theorem 6.1. Contest designer cannot be better off by public persuasion when both players have no

private information.

Next we will show if we allow for asymmetric posteriors, the result does not change.

6.2 Public Persuasion with Asymmetrically Informed Players, A

Let r = 1+p−q
2 . The expected valuation for uninformed player is vA = 1+p−q

2 d+ 1−p+q
2 = rd+ 1− r

as well. And the realized distribution for informed player is

vB =

d w.p. r

1 w.p. 1− r

Proposition 6.2. The above all-pay auction contest has the unique mixed strategy equilibrium such

that

FA(x) =

x x ∈ [0, V − rvA]

x
d + 1− V

d x ∈ [V − rvA, V ]
(29)

FL(x) =
x

(1− r)vA
+

1

1− p
− V

(1− r)vA
, x ∈ [0, V − rvA] (30)

FH(x) =
x

rvA
+ 1− V

rvA
, x ∈ [V − rvA, V ] (31)

where V = 1 + (d−1)rvA
d and vA = (d− 1)r + 1.

Although by the general methodology that we mentioned before, we need to characterize the prop-

erty of ΠA
O as a function of (p, q), denoted as ΠA

O(p, q). However, by variable substitution, we use

r = 1+p−q
2 instead of p, q, with range r ∈ [0, 1], denoted as ΠA

O(r). This abuse use of notation will

not lead to confusion because two expressions contain different number of variables. According to the

equilibrium characterization in Chen, Kuang and Zheng (2018). The resulting expected total effort is

hence

ΠA
O(r) = E(xA) + rE(xH) + (1− r)E(xL)

=
rvAV

2d
+
V − rvA

2
+
V 2

2vA

(32)

The second order condition gives us that
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Lemma 6.3. The second derivative of ΠA
O(r) is always positive when r ∈ [0, 1].

∂2ΠA
O(r)

∂r2
> 0 (33)

Hence, only posteriors locate on q-axis or p-axis may be included in optimal posteriors because

other points are strictly dominated. What’s more, we can get the second order condition for fA(p, q)

by Lemma 6.3 as well as chain rule.

∂2ΠA
O(p, q)

∂p2
> 0

∂2ΠA
O(p, q)

∂q2
> 0

which proves that only vertex posteriors2 may be contained in optimal posteriors. We need further

calculate the ΠA
O on those vertex posteriors,

ΠA
O(0, 0) = 1 +

(d− 1)(3d3 + 5d2 + 17d− 1)

32d2(d+ 1)

ΠA
O(1, 0) = d

ΠA
O(0, 1) = 1

Theorem 6.4. For prior (p0, q0), when apply asymmetry disclosure policy, the contest designer will

induce the following posterior profile,

(0, 0) with probability 1− p0 − q0

(1, 0) with probability p0

(0, 1) with probability q0

6.3 Comparison

Theorem 6.5. From the contest designer’s perspective, for any prior (p0, q0),

N � A

When applying policy i = N or A, the resulting expected total effort will lies on a plane that defined

by (0, 0,Πi
O(0, 0)), (1, 0,Πi

O(1, 0)) and (0, 1,Πi
O(0, 1)) where i = N,A. Since

ΠA
O(1, 0) = ΠN

O(1, 0)

ΠA
O(0, 1) = ΠN

O(0, 1)

2(0,0),(1,0) and (0,1)
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we need only to compare ΠA
O(0, 0) and ΠN

O(0, 0),

ΠA
O(0, 0)−ΠN

O(0, 0) =
(d− 1)(−13d3 − 11d2 + 17d− 1)

32d2(d+ 1)
< 0

Theorem 6.6. The contest designer’s preference over P and N/A depends on the values of parameters.

In other words, the following three circumstances are all possible:

P � N � A

N � P � A

N � A � P

7 Extension II: Ridge Phenomena with Discrete Distribution

Most of our results in the benchmark model depend on the ridge phenomenon of positive correlation.

For both validity and optimality issues, we require one posterior located on ridge. For ridge distribu-

tion, resulting equilibrium is both efficient and exploitative, which helps contest organizer reaches the

social maximum surplus. In this section, we extend this phenomenon from a symmetric binary joint

distribution setup to a symmetric discrete joint distribution setup. We show that given the marginal dis-

tribution of the winning value, there exists unique joint distribution that satisfies the efficient condition

and the exploitative condition.

The winning value of participant P = I, II, denoted as vi is now drawn from a finite set ΩP. Both

players share the same finite state space with N elements, ΩP = Ω = {v1, v2, · · · , vN} where v1 < v2 <

· · · < vN . We assume the joint distribution of (vI, vII) is symmetric,

Pr(vi, vj) = Pr(vj , vi)

Let Pr(v1), · · · ,Pr(vN ) > 0 denote the marginal distribution of winning value. This is well defined

when distribution is symmetric.

7.1 Monotonicity

Siegel (2014) analyzes the monotonicity of equilibrium for asymmetric all-pay auctions with interde-

pendent valuations. Our setup is a special case where winning value of one contestant does not depend

on the other. For individual value and symmetric distribution, WM condition (Siegel, 2014) is reduced

to the following. Pr(v−P|vP)vP weakly increases in vP for every possible value of v−P where −P denote

the rival of participant P. There are N(N − 1) inequality constraints in total.

Pr(vj |vi+1)vi+1 ≥ Pr(vj |vi)vi,∀i = 1, · · · , N − 1; j = 1, · · · , N (WM)

When all constraints are satisfied, the equilibrium strategy for player with winning value vk is
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bidding uniformly within the following interval with probability density 1
Pr(vk|vk)vk

,

[ k−1∑
i=1

Pr(vi|vi)vi,
k∑
i=1

Pr(vi|vi)vi
]

7.2 Exploitation Given Monotonicity

Given the monotonicity, equilibrium is exploitative when all types of player get zero utility in equilib-

rium. For player with winning value vk, the utility of bidding
∑k−1

i=1 Pr(vi|vi)vi is zero. Mathematically,

vk

k−1∑
i=1

Pr(vi|vk)︸ ︷︷ ︸
Winning Probability

=

k−1∑
i=1

Pr(vi|vi)vi

According to the (WM) condition, Pr(vi|vk)vk ≥ Pr(vi|vi)vi for i < k. Therefore, joint distribution

must satisfy the following exploitative conditions. There are N(N−1)
2 equation constraints in total.

Pr(vi|vk)vk = Pr(vi|vi)vi,∀k > i (E)

For instance, when N = 2, (E) condition required that

Pr(L|H)H = Pr(L|L)L

which happens to be the parametric equation of ridge.

7.3 Conditional Distribution

In this part, we will show that the joint distribution achieveing both efficience and exploitation

is uniquely determined given marginal distribution of winning value. Let us consider the problem of

solving conditional probabilities of such joint distribution. Namely, independent variables are Pr(vi|vj),
N2 in total. To meet the symmetric condition, we have N(N−1)

2 equation constraints.

Pr(vi|vj) Pr(vj) = Pr(vj |vi) Pr(vi),∀i 6= j (S)

At last, we have N regularity constraint.

N∑
i=1

Pr(vi|vj) = 1, ∀j (R)

Therefore, we have N2 independent variables and N2 linear equations, including (E)(S)(R). The solu-

tions should be nonnegative, hence we define the positive condition and weakly positive condition.

Pr(vi|vj) > 0, ∀i, j (P)
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Pr(vi|vj) ≥ 0, ∀i, j (WP)

Proposition 7.1. The unique solution of linear equation system (E)(S)(R) is given by

Pr(vk|vj) =
(

1−
j−1∑
i=1

Pr(vi|vj)
)( N∑

i=j

Pr(vi)

vi

)−1 Pr(vk)

vk
, k ≥ j

Pr(vk|vj) =
Pr(vj |vk) Pr(vk)

Pr(vj)
, k < j

The solution given by the above formula is defined by recursion. This recursion is well defined

because when computing Pr(vk|vj), k ≥ j, all Pr(vi|vj) have already computed. The sequence of solving

conditional probabilities are listed as follow,

Step 1. Solve for Pr(vk|v1), k ≥ 1 ⇒ Compute for all Pr(v1|vj), j > 1

Step 2. Solve for Pr(vk|v2), k ≥ 2 ⇒ Compute for all Pr(v2|vj), j > 2

· · ·

Step i. Solve for Pr(vk|vi), k ≥ i ⇒ Compute for all Pr(vi|vj), j > i

· · ·

Step N. Solve for Pr(vN |vN )

Pr(vN |·)

· · ·

Pr(vi|·)

· · ·

Pr(v2|·)

Pr(v1|·)

v1 v2 · · · vi · · · vN

Figure 15: Iteration Process

This computation process is well defined because 1−
∑j−1

i=1 Pr(vi|vj) is always positive by Lemma 7.2.

Lemma 7.2. The solution provided in Proposition 7.1 satisfying the the following inequality 1 −∑j−1
i=1 Pr(vi|vj) ≥

(∑N
i=1

Pr(vi)
vi

)−1(∑N
i=j

Pr(vi)
vi

)
.

To finish the proof of validity of solution given by Proposition 7.1, we need to verify that the

solution meets all inequality constraints, (P)(WM). The proof process of both conditions depends on
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Lemma 7.2.

Proposition 7.3. The solution provided in Proposition 7.1 satisfying the inequality conditions (P)(WM).

7.4 Joint Distribution and Examples

Directly by Proposition 7.1,

Proposition 7.4. The Bayes Nash equilibrium under the following joint distribution is both efficient

and exploitative,

Pr(vk, vj) =
(

Pr(vj)−
j−1∑
i=1

Pr(vi, vj)
)( N∑

i=j

Pr(vi)

vi

)−1 Pr(vk)

vk
, k ≥ j

Example 7.5. We consider the ternary distribution case where (v1, v2, v3) = (2, 3, 6).

We use


Pr(v1, v1) Pr(v1, v2) Pr(v1, v3)

Pr(v2, v1) Pr(v2, v2) Pr(v2, v3)

Pr(v3, v1) Pr(v3, v2) Pr(v3, v3)

 to express the joint distribution.

If Pr(v1) = Pr(v2) = Pr(v3) = 1
3 , the joint distribution will be


1
6

1
9

1
18

1
9

4
27

2
27

1
18

2
27

11
54

 by


1
6

1
9

1
18

1
9 Pr(v2, v2) Pr(v2, v3)
1
18 Pr(v3, v2) Pr(v3, v3)

 =⇒


1
6

1
9

1
18

1
9

4
27

2
27

1
18

2
27 Pr(v3, v3)

 =⇒


1
6

1
9

1
18

1
9

4
27

2
27

1
18

2
27

11
54



If Pr(v1) = 1
2 ,Pr(v2) = Pr(v3) = 1

4 , the joint distribution will be


1
3

1
9

1
18

1
9

5
54

5
108

1
18

5
108

4
27

 by


1
3

1
9

1
18

1
9 Pr(v2, v2) Pr(v2, v3)
1
18 Pr(v3, v2) Pr(v3, v3)

 =⇒


1
3

1
9

1
18

1
9

5
54

5
108

1
18

5
108 Pr(v3, v3)

 =⇒


1
3

1
9

1
18

1
9

5
54

5
108

1
18

5
108

4
27



If Pr(v2) = 1
2 ,Pr(v1) = Pr(v3) = 1

4 , the joint distribution will be


3
32

1
8

1
32

1
8

3
10

3
40

1
32

3
40

23
160

 by


3
32

1
8

1
32

1
8 Pr(v2, v2) Pr(v2, v3)
1
32 Pr(v3, v2) Pr(v3, v3)

 =⇒


3
32

1
8

1
32

1
8

3
10

3
40

1
32

3
40 Pr(v3, v3)

 =⇒


3
32

1
8

1
32

1
8

3
10

3
40

1
32

3
40

23
160


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If Pr(v3) = 1
2 ,Pr(v1) = Pr(v2) = 1

4 , the joint distribution will be


3
28

1
14

1
14

1
14

5
56

5
56

1
14

5
56

19
56

 by


3
28

1
14

1
14

1
14 Pr(v2, v2) Pr(v2, v3)
1
14 Pr(v3, v2) Pr(v3, v3)

 =⇒


3
28

1
14

1
14

1
14

5
56

5
56

1
14

5
56 Pr(v3, v3)

 =⇒


3
28

1
14

1
14

1
14

5
56

5
56

1
14

5
56

19
56


For prior distribution that can be expressed as linear combination of posterior joint distributions

that meet both monotonicity condition and exploitation condition, contest organizer can achieve first

best outcome by information design alone.

8 Conclusion

In this paper, we study the information design problem and fully characterize the optimal informa-

tion disclosure policy for the contest organizer in a simultaneous 2-player 2-type all-pay auction contest

environment, where players have private information about their own types. We allow the players’

ex-ante symmetric type distributions to be correlated, and the information disclosure policy to take

the stochastic approach of Bayesian persuasion, which is a generalization of the traditional information

disclosure policy. We focus on the effectiveness and optimality of Bayesian persuasion signal. The

optimal signal, the structure of which depends on the degree of the correlation of players’ types, is com-

pleted characterized under each setting and is shown to work better than the type-dependent discrete

information disclosure policy proposed by Lu, Ma and Wang (2018).

The main results of this article are based on ridge phenomenon of positive correlation. It states

that when distribution has moderate positive correlation, contest organizer may achieve first best in

equilibrium. Social welfare is maximized and all surplus is attained by contest organizer. If winning

values of both players are sufficiently positively correlated, the optimal design consists of two posteriors

with one representing a perfect positive correlation and the other representing a positive correlation

identified by a cutoff condition. If winning values are mildly correlated, the optimal design consists of

two posteriors with one such that both players being high types is impossible and the other representing a

positive correlation identified by the cutoff condition. The main insights behind our study is that partial

information stimulates participants to devote more effort than full information and no information. On

one hand, Bayesian persuasion can be viewed as a test or an investigation, hence contest designer will

not design accurate test that trying to disclose type information completely. On the other hand, since

type information is unobservable and often inferred from data, partial disclosure is more realistic than

full disclosure. Consider a crowd sourcing game (or known as innovation contest), the platform may

require each contestant to submit his profile and release the score of all profiles to all contestant before

exerting effort. This methodology is also meaningful in various scenarios including grant applications..

Two extensions of the benchmark model are considered. First, we investigate the case of limited

information on individual’s own value. We allow the contest designer choose one of three schemes
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depending on the number of player having private information on their winning values, two, one or

zero. By conducting welfare comparisons among three cases, we show that the setting where only

one player knows his own type is dominated by the setting where no players know their own type,

from the designer’s perspective. Our second extension seeks to generalize ridge phenomenon of positive

correlation to arbitrary discrete joint distribution. Given the marginal distribution, there exists unique

joint distribution whose equilibrium satisfies both monotonicity and exploitation.

To the best of our knowledge, this is the first study on full characterization of public persuasion for

games with two-sided incomplete information. We also make the first attempt to show new properties

of the expected payoff function in two-player all-pay auction contests, which are essential in pining

down the optimal information structure for the designer. The results that the optimal signals are

generated by up to two posteriors and can outperform the traditional type-dependent discrete disclosure

polices provide us with a better understanding of the optimal information design in the all-pay auction

environment.

We notice a few directions to further generalize our work on optimal information design via public

persuasion. Two key assumptions of benchmark model is the two player assumption and binary type

assumption. For future studies, one is to extend the two player environment to the general multi player

environment, and the other one is to extend the binary type setup to the general discrete type setup,

as we did in Section 7. In addition, Cai, Kuang and Zheng (2019) studies a joint design problem for

a similar all-pay auction contest situation by considering both information design and reserve price

design.
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Appendix A: Proofs

Proof of Observation 4.5. Part I. Take the partial derivative on d in Equation 10 with parameter q.

(4d− 2)p
∂p

∂d
− 2dq

∂p

∂d
− 2d

∂p

∂d
= 2p+ 2pq − 2p2

(4dp− 2p− 2dq − 2d)
∂p

∂d
= 2p(1 + q − p)

∂p

∂d
=

p(1 + q − p)
(2d− 1)p− dq − d

the numerator is strictly less than 0 because pv(q) ≤ pv(0) = 1
2d−1 .

Part II. Take the partial derivative on d in Equation 12 with parameter q.

−2dp
∂p

∂d
+ 2q

∂p

∂d
+ 2d

∂p

∂d
= 1 + p2 − 2p− q2

(2q + 2d− 2dp)
∂p

∂d
= (1− p− q)(1− p+ q)

∂p

∂d
=

(1− p− q)(1− p+ q)

2q + 2d− 2dp
> 0

Proof of Observation 4.6. Equation 12 represents a quadratic curve. Intuitively, one quadratic curve

and one straight line form a convex set. In details,

Case(1) When d < 2, then Equation 12 represents an ellipse.

Case(2) When d = 2, then Equation 12 represents a parabola.

Case(3) When d > 2, then Equation 12 represents a hyperbola.

Proof of Proposition 4.14. When p, q satisfies Equation 10, according to Theorem 4.4, we have the

expected total effort

ΠO(p, qv(p)) = q + pd+
2q(1 + p− q)

1− p+ q

=
3q + pq − q2 + pd− dp2 + pqd

1− p+ q

=
(d− 1)p2 − (d− 1)pq − dp+ q + 1

1− p+ q

=
(d− 1)p2 − (d− 1)pq − (d− 1)p+ 1− p+ q

1− p+ q

= 1− (d− 1)p

Proof of Lemma 4.15. During the proof, we fix the q level. To prove this lemma, two steps are re-

quired. Firstly, calculate the slope connecting (0, q,ΠO(0, q)) and (pr(q), q,ΠO(pr(q), q)). Secondly,

prove ΠO(pv(q), q) ≤ ΠO(0, q) + slope · pv(q).
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Step (1) The difference between ΠO(pr(q), q) and ΠO(0, q) is computed as follow,

ΠO(pr(q), q)−ΠO(0, q) = d(1− q) + q − (1 + 4q − q2)d+ (1− 6q + q2)

(2 + 2q)d− 4q

=
(2− 2q2)d2 − (1 + 6q − 7q2)d− (1− 6q + 5q2)

(2 + 2q)d− 4q

So the slope of the line segment between (0, q,ΠO(0, q)) and (pr(q), q,ΠO(pr(q), q)) is

slope =
ΠO(pr(q), q)−ΠO(0, q)

pr(q)

=
(2 + 2q)d2 − (1 + 7q)d− (1− 5q)

2(d+ dq − 2q)2

(
d+ q +

√
4dq + (d− 1)2q2

)
=

(
(2 + 2q)d+ (1− 5q)

)
(d− 1)

2(d+ dq − 2q)2

(
d+ q +

√
4dq + (d− 1)2q2

)
where pr(q) = (d+dq−2q)(1−q)

d+q+
√

4dq+(d−1)2q2
is computed by solving Equation 12.

Step (2) Solving Equation 10, we have pv(q) =
d+dq−

√
(1+q)2d2−2(1−q)2d+(1−q)2

2d−1 . According to

Lemma 4.15,

ΠO(pv(q), q) = 1− (d− 1)pv(q)

As for ΠO(0, q) + slope · pv(q), it equals

(1 + 4q − q2)d+ (1− 6q + q2)

2(d+ dq − 2q)︸ ︷︷ ︸
ΠO(0,q)

+
(2 + 2q)d2 − (1 + 7q)d− (1− 5q)

2(d+ dq − 2q)2

(
d+ q +

√
4dq + (d− 1)2q2

)
︸ ︷︷ ︸

slope

pv(q)

Take the difference of ΠO(pv(q), q) and ΠO(0, q) + slope · pv(q), and divide this difference by d− 1,

we have

φ(q) =
(2 + 2q)d+ (1− 5q)

2(d+ dq − 2q)2

(
d+ q +

√
4dq + (d− 1)2q2

)
pv(q)−

(1− q)2

2(d+ dq − 2q)
+ pv(q)

This function is non-negative for all d ≥ 1 and q ∈ (0, 1).

Proof of Theorem 5.3. Mathematically, the above signal is strictly better than no disclosure if and only

if

ΠO(λpr(q), q) < λΠO(pr(q), q) + (1− λ)ΠO(0, q),∀λ ∈ (0, 1)

When fixing d and q, we can prove that ΠO(p, q) is convex in region 1 with respect to p. Likewise,

we can prove that PiO(p, q) is also convex in region 2 with respect to p. Hence, ΠO(p, q0) is piecewise

convex. By Lemma 4.15, we have

ΠO(pv(q), q) <
pr(q)− pv(q)

pr(q)
ΠO(0, q) +

pv(q)

pr(q)
ΠO(pr(q), q)
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when λpr(q) < pv(q),

ΠO(λpr(q), q) <
λpr(q)

pv(q)
ΠO(pv(q), q) +

pv(q)− λpr(q)
pv(q)

ΠO(0, q)

<
λpr(q)

pv(q)

(pr(q)− pv(q)
pr(q)

ΠO(0, q) +
pv(q)

pr(q)
ΠO(pr(q), q)

)
+
pv(q)− λpr(q)

pv(q)
ΠO(0, q)

= λΠO(pr(q), q) + (1− λ)ΠO(0, q)

when λpr(q) > pv(q),

ΠO(λpr(q), q) <
(1− λ)pr(q)

pr(q)− pv(q)
ΠO(pv(q), q) +

λpr(q)− pv(q)
pr(q)− pv(q)

ΠO(pr(q), q)

<
(1− λ)pr(q)

pr(q)− pv(q)

(pr(q)− pv(q)
pr(q)

ΠO(0, q) +
pv(q)

pr(q)
ΠO(pr(q), q)

)
+
λpr(q)− pv(q)
pr(q)− pv(q)

ΠO(pr(q), q)

= λΠO(pr(q), q) + (1− λ)ΠO(0, q)

Convexity in Region 1. In region 1, the second order derivative is expressed as

∂2ΠO(p, q)

∂p2
=

4(d− 1)2qB

A3

where

A = −2q(1 + p− q) + d(1− 2p+ p2 − q2)

B = (1 + p− q)3q + Cd

C = (2− q)p3 − 3q(1− q)p2 − 3(1− q)2(2 + q)p+ (1− q)2(4 + 3q + q2)

We now analyze the sign of ∂2ΠO(p,q)
∂p2

step by step. In region 1, we have
√
p +
√
q < 1 and hence

2
√
pq < 1 − p − q. We take the square of both side and get 4pq < 1 + p2 + q2 − 2p − 2q + 2pq and

re-arrange as 1 + p2 + q2 − 2p− 2q − 2pq > 0, implying that A > 1 + p2 + q2 − 2p− 2q − 2pq︸ ︷︷ ︸
Ad=1

> 0.

Take the partial derivative of C on p, we have

∂C

∂p
= 3(2− q)p2 − 6q(1− q)p− 3(1− q)2(2 + q)

Since p ≤ 1− q,
∂C

∂p
< 3(2− q)(1− q)2 − 3(1− q)2(2 + q) = −6q(1− q)2 ≤ 0
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C is monotonic decreasing when p ∈ [0, 1− q],

C = (2− q)p3 − 3q(1− q)p2 − 3(1− q)2(2 + q)p+ (1− q)2(4 + 3q + q2)

≥ (2− q)(1− q)3 − 3q(1− q)3 − 3(1− q)3(2 + q) + (1− q)2(4 + 3q + q2)

= −(4 + 7q)(1− q)3 + (1− q)2(4 + 3q + q2)

= (1− q)2
(

(4 + 3q + q2)− (4 + 3q − 7q2)
)

= 8(1− q)2q2 ≥ 0

we can conclude that C is nonnegative inside entire domain. B is then nonnegative. Combining all the

above formulas, we know that ΠO(p, q) is a convex function in region 1 with respect to p.

Convexity in Region 2. In region 2, we can easily show that the second order derivative is

positive,
∂2ΠO(p, q)

∂p2
=

8q

(1− p+ q)3
≥ 0

Proof of Lemma 5.13. We need to prove,

g(q̄) > min{g(q1), g(q2)},∀0 ≤ q1 < q̄ < q2 ≤ 1

Assume the associated posteriors with g(qi) is (0, qi) and (pi, qr(pi)),

g(qi) =
pi − p0

pi
ΠO(0, q) +

p0

pi
ΠO(pi, qr(pi)), i = 1, 2

For any q̄ ∈ (q1, q2), there exists λ ∈ (0, 1) such that

λ
p1 − p0

p1
q1 + (1− λ)

p2 − p0

p2
q2 = (λ

p1 − p0

p1
+ (1− λ)

p2 − p0

p2
)q̄

We consider the following belief profile B0 which yield expected total effort of λg(q1) + (1− λ)g(q2),

(0, q1) with probability λ
p1 − p0

p1

(p1, qr(p1)) with probability λ
p0

p1

(0, q2) with probability (1− λ)
p2 − p0

p2

(p2, qr(p2)) with probability (1− λ)
p0

p2

By concavity of ΠO(0, q) in q-axis (Lemma 4.10), the belief profile B0 is dominated by the following
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belief profile B1,

(0, q̄) with probability λ
p1 − p0

p1
+ (1− λ)

p2 − p0

p2

(p1, qr(p1)) with probability λ
p0

p1

(p2, qr(p2)) with probability (1− λ)
p0

p2

Let (pc, qc) be the weighted average of (p1, qr(p1)) and (p2, qr(p2))(
λ
p0

p1
+ (1− λ)

p0

p2

)
pc = p0(

λ
p0

p1
+ (1− λ)

p0

p2

)
qc = λ

p0

p1
qr(p1) + (1− λ)

p0

p2
qr(p2)

By proof of Lemma 5.10, we can conclude that for a set of posteriors that include multiple points

located on ridge with weighted central (pc, qc), we can increase expected total effort by introducing one

posterior (p̄, qr(p̄)) in the ridge that collinear with (pc, qc) and (0, q̄) to replace all points on the ridge.

Now the belief profile B2 has revenue g(q̄),

(0, q̄) with probability
p̄− p0

p̄

(p̄, qr(p̄)) with probability
p0

p̄

Therefore, on the behalf of contest designer,

B2 � B1 � B0

Rewrite the above preference using expected total effort, we have

g(q̄) > λg(q1) + (1− λ)g(q2) ≥ min{g(q1), g(q2)}

Proof of Theorem 6.6. Case (1) If prior distribution lies on the ridge, then

P � N � A

For example, when d = 2, p0 = q0 = 1
3 . The revenues generated by P,N,A are 1.667 > 1.500 > 1.400

respectively.

Case (2) If prior distribution lies on q-axis, then

N � A � P

For example, when d = 2, p0 = 0, q0 = 1
2 . The revenues generated by N,A,P are 1.250 > 1.100 > 0.938

respectively.
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Then by continuity, we can conclude that N � P � A is also possible. For example, when d =

2, p0 = q0 = 1
4 . The revenues generated by N,P,A are 1.500 > 1.438 > 1.350 respectively.

Proof of Lemma 7.2. Using induction method, when j = 1, 1−
∑j−1

i=1 Pr(vi|vj) = 1 =
(∑N

i=1
Pr(vi)
vi

)−1(∑N
i=1

Pr(vi)
vi

)
.

Assume the lemma holds for j case,

1−
j−1∑
i=1

Pr(vi|vj) ≥
( N∑
i=1

Pr(vi)

vi

)−1( N∑
i=j

Pr(vi)

vi

)
then for j + 1 case, we have Pr(vi|vj+1) < Pr(vi|vj) for i ≤ j because Pr(vi|vj+1)vj+1 = Pr(vi|vj)vj .

Using the fact that Pr(vj |vj) =
(

1−
∑j−1

i=1 Pr(vi|vj)
)(∑N

i=j
Pr(vi)
vi

)−1 Pr(vj)
vj

1−
j∑
i=1

Pr(vi|vj+1) ≥ 1−
j∑
i=1

Pr(vi|vj) = 1−
j−1∑
i=1

Pr(vi|vj)− Pr(vj |vj)

=
(

1−
j−1∑
i=1

Pr(vi|vj)
)( N∑

i=j

Pr(vi)

vi

)−1( N∑
i=j+1

Pr(vi)

vi

)

≥
( N∑
i=1

Pr(vi)

vi

)−1( N∑
i=j+1

Pr(vi)

vi

)
The lemma holds for j + 1 case.

Proof of Proposition 7.3. By Lemma 7.2, 1 −
∑j−1

i=1 Pr(vi|vj) > 0, (P) condition holds. We can verify

that Pr(vk|vj)vj < Pr(vk|vj+1)vj+1 for k > j.

Pr(vk|vj+1)vj+1 =
(

1−
j∑
i=1

Pr(vi|vj+1)
)( N∑

i=j+1

Pr(vi)

vi

)−1 Pr(vk)vj+1

vk

≥
(

1−
j−1∑
i=1

Pr(vi|vj)
)( N∑

i=j

Pr(vi)

vi

)−1 Pr(vk)vj+1

vk

>
(

1−
j−1∑
i=1

Pr(vi|vj)
)( N∑

i=j

Pr(vi)

vi

)−1 Pr(vk)vj
vk

= Pr(vk|vj)vj

(WM) condition holds.
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