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W H AT  I S  C H AT G P T ?

• ChatGPT is an on-line interface that allows a person to 
“chat” with an artificial neural network. 

1. The person types written text into the interface.  
2. The artificial neural network responds with text that it 

generates on the fly in response to the input text.

• GPT stands for Generative Pre-trained Transformer.  

• It is Generative because it generates text.  
• It is Pre-trained because its artificial neural network was 

pre-trained on billions of words of text scrapped from the 
Internet and from digitally scanned books.  

• It is a Transformer because its artificial neural network 
uses transformer architecture, which gives a neural 
network the ability to identify subtle, non-local 
relationships in sequential input data, such as subject-verb 
agreement between two words that are separated by other 
words (e.g., “The dog, which was old and mangy, ran to 
the bone.”)



W H A T  I S  T H E  K E Y  
E M E R G E N T  P R O P E R T Y  

O F  C H A T G P T  A N D  
O T H E R  L L M ’ S ?

• Chat GPT passes the (Alan) 
Turing Test. 
1. If you didn’t know better, you 

would think that you were 
chatting with another human 
being.  

2. Chat GPT appears to 
understand any questions or 
requests you give it, and
responds with text that nearly 
always makes good sense and is 
helpful and relevant. 



H OW  D O  
B I O L O G I C A L  

A N D  
A RT I F I C I A L  

N E U RO N S  
C O M PA R E ?



A N  A R T I F I C I A L  N E U R A L  N E T W O R K  I S  J U S T  A  B U N C H  O F  
I N T E R C O N N E C T E D  A R T I F I C I A L  N E U R O N S



E X A M P L E  1 :
P R E D I C T I N G  

G E N D E R  F R O M  
B O D Y  W E I G H T  
A N D  H E I G H T



A N  A R T I F I C I A L  N E U R A L  N E T W O R K  
W I T H  P A R T I C U L A R  W E I G H T S



E X A M P L E  2 :
P R E D I C T I N G  

E A R T H Q U A K E  
M A G N I T U D E  

F R O M  
L O C A T I O N  A N D  

E N E R G Y  I N P U T S



E X A M P L E  3 :  C H A T G P T  G E N E R A T E S  N E X T  
W O R D S  B Y  R A N K I N G  T H E  L I K E L I H O O D  O F  
A L L  P O T E N T I A L  N E X T  W O R D S



C H AT G P T  I S  I N H E R E N T LY  S T O C H A S T I C

• After calculating and ranking the probabilities of each possible “next word” in terms of 
being the most likely to occur given the input text, ChatGPT does NOT always select 
the #1 most likely next word.

• Rather, it randomizes, favoring the top words, in order, but it is not bound to selecting 
only from the most likely.

• The result is more natural text.

• But it also means that each time you give it the same input text, the output text will 
vary.  The output is stochastic.  Think in terms of improve comedy or free-style rapping.

• This fact should be emphasized to students who want to use ChatGPT to cheat. For 
anything even a little complicated, it will not give a stable and consistent “right answer.”  

• Chat GPT will produce a new answer each time.

• Any (or all) of its infinitely many answers may be incorrect. 



W H AT  C A N  C H AT G P T  D O  W E L L ,  
U S UA L LY ?

• Generate entire syllabi.

• Solve algebra, calculus, and game theory problems.

• Engage in Role Playing.

• Answer on behalf of historical figures as they likely would have 
themselves.

• Generate exam questions.

• Grade essays, exams, and even multiple-choice questions. 



A S K I N G  C H AT G P T  T O  G R A D E  A  
S T U D E N T ’ S  A N S W E R



A S K I N G  
C H A T G P T  T O  

C O M P A R E  
F R I E D M A N  A N D  

K E Y N E S  O N  
R E S E RV E  

R E Q U I R E M E N T S



I N T E RV I E W I N G  B E N  B E R N A N K E  
( P A R T  1  O F  2 )



I N T E RV I E W I N G  
B E N  B E R N A N K E  

( P A R T  2  O F  2 )



W H AT  D O E S  C H AT G P T  D O  P O O R LY ?

ChatGPT sometimes “hallucinates,” or confabulates, citations, quotes, stories, data, etc.
• It does this because the text it produces one token at a time is “likely” given everything it 

“knows”.  

• But “likely” is not the same as true or corroborated.

• Open AI has been working on mitigating this issue and the “Citation Confabulation 
Problem” seems to have improved somewhat over the last month for GPT-4 (April 2023).

ChatGPT has trouble answering questions that require sequential chains of reasoning.

• Open AI has been working on fixing this and GPT’s ability to handle sequential-logic 
questions seems to have improved recently, too, at least if you are using GPT-4. 

ChatGPT can also screw up answers to problems that require sequential math calculations.
• If you are using Chat GPT to generate questions with answers, triple check the answers to 

make sure they are correct!



A S K I N G  
C H A T G P T  T O  

S O LV E  F O R  
E Q U I L I B R I U M  
P RO F I T  M A X  

( P A R T  1  O F  3 )



A S K I N G  
C H A T G P T  T O  

S O LV E  F O R  
E Q U I L I B R I U M  
P RO F I T  M A X  

( P A R T  2  O F  3 )



A S K I N G  
C H AT G P T  T O  

S O LV E  F O R  
E Q U I L I B R I U M  
P RO F I T  M A X  

( P A R T  3  O F  3 )



H E R E ,  C H A T G P T ’ S  
Q U I C K  A N S W E R  

A B O U T  P R I C E  
E L A S T I C I T Y  O F  

D E M A N D  I S  N O T  
O N L Y  W R O N G  B U T  
D I S A G R E E S  W I T H  

I T S  D E T A I L E D  
E X P L A N A T I O N  O N  

T H E  N E X T  P A G E  
( P A R T  1  O F  2 )

Wrong even with 
midpoint formula.



H E R E ,  T H E  
D E T A I L E D  

E X P L A N A T I O N  I S  
B O T H  

I N C O N S I S T E N T  
W I T H  T H E  Q U I C K  
A N S W E R  O N  T H E  
P R E V I O U S  P A G E  

A N D  A L S O
C O M P L E T E L Y  

I N S A N E  I N  T H E  
L A S T  P A R A G R A P H      

( P A R T  2  O F  2 ) Disagrees with answer on 
previous page!



I S  C H AT G P T  C O N S I S T E N T ?

• Remember that ChatGPT is inherently 
stochastic when generating “the next 
word.” 

• The next word will always be among the 
most likely next words, but not 
necessarily the most likely next word.  

• Consequently, ChatGPT will give 
inconsistent answers to the same 
question even if asked the same question 
many times in a row.



L E T  S T U D E N T S  K N OW  H OW  B A D LY  
C H AT G P T  D O E S  O N  M A N Y  Q U E S T I O N S

• As emphasized later in this PPT deck, students should be made aware that ChatGPT is 
very bad at answering many of the sorts of questions that they will be asked on exams.

• You can also utilize ChatGPT’s errors as “prompts”: Give students a ChatGPT answer 
and ask them to critique it.



S U G G E S T  WAY S  F O R  S T U D E N T S  T O  
I N T E G R A T E  A I  I N T O  T H E I R  L E A R N I N G  
P RO C E S S E S

Here’s one possibility for students willing to put in the work:

1. Before reading a passage from the textbook, students could ask ChatGPT to answer 
some of the end-of-chapter questions related to that section.

2. Students would then read the passage in question.

3. Next, they would go back and critique ChatGPT’s answers, taking the textbook’s 
content to be “the source of truth.”

4. Finally, students would submit their improved answers, including “reflection notes” 
that briefly summarize where ChatGPT was wrong and why.



A C A D E M I C - I N T E G R I T Y  R E S P O N S E S

• Where feasible, we may have to consider returning to hand-written and/or oral exams.

• For on-line exams, we may want to utilize systems like Proctorio that lock down 
Internet access and monitor students for sketchy behavior.

• We will likely employ software that can detect text that is generated by AI systems.

• For in-person classes: perhaps we will do a lot more in-person exercises and assignments 
for credit. 

• The flipped classroom method—using, for example, experiments, debates, and Guided 
Peer Instruction—looks like a winner in an AI world. 

• Some may decided to let students use AI freely, even on exams—but then make the 
exams either harder or structured differently so as to still challenge our students’ ability 
to show that they really understand the material and can apply it.



S U G G E S T I O N : A D D R E S S  A I  O N  T H E  
F I R S T  DAY  O F  T H E  S E M E S T E R
• Briefly explain how generative AI works and show that it can give incorrect, 

incomplete, and unnuanced answers that will lead to bad grades.

• Show how AI can “hallucinate” and how its stochastic nature means that it will give 
different answers to the same question if asked that question repeatedly. 

• Explain that every teacher in the world is now concerned about—and likely checking 
for—AI plagiarism.

• Explain the ways in which you think that, for your own class, AI usage is beneficial and 
acceptable.

• Delineate the academic integrity rules that you are expecting to be followed for your 
own class and how those determine what uses of AI are ethical and acceptable for your 
class.

• Perhaps finish by noting that many companies, including Turnitin, are now using AI to 
detect the plagiarism of AI-generated text, sounds, and images.
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