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Interpretable factors of firm characteristics

We propose a new approach to construct factors from firm characteristics. 

In contrast to existing studies, each of our factors comes from the same group of 

statistically related firm characteristics, making its economic interpretation 

possible. The number of groups is not chosen ad hocly, but rather determined 

by data. 

Applying our method to a set of 94 representative firm characteristics, we find that 

the factors chosen by our approach is not only easy to interpret economically, 

but the associated factor model outperforms existing models. 

We also apply our approach to the recent developed and highly effective IPCA 

model of Kelly, Pruitt and Su (2019), and find that our  factors not only are well 

linked to the associated economic risks, but also can price assets no worse 

than the standard IPCA latent factors that are difficult to interpret.

Abstract

Conclusions

We propose a new approach to construct factors from firm characteristics. 

– Easier to be interpreted economically. 

– Outperforms existing models. 

We also apply our approach to the IPCA model of Kelly, Pruitt and Su (2019).

– Our factors are well linked to the associated economic risks.

– Can price assets no worse than the standard IPCA.
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Results: Performance of the C-IPCA model

Background: As surveyed by Harvey, Liu, and Zhu (2016) and Hou, Xue, and 

Zhang (2020), there are potentially hundreds of firm characteristics or firm-level 

factors that affect the expected returns in the cross-section of stocks.

Questions (Cochrane, 2011): 

– How many factors do we really need?

– How to explain the cross-sectional variation of expected stock returns?

Two existing approaches to answer the above questions.

– The first approach: Principal Component Analysis (PCA) and its variations (Connor and 

Korajczyk, 1988), (Kelly et al., 2019).

• Disad.: the extracted factors are linear combinations of all the existing characteristics, 

making them difficult to interpret economically.

• E.g.: four firm characteristics (2 momentum and 2 value). PCA factors are neither 

momentum nor value factors.

– The second approach: Machine Learning (Feng, Giglio, and Xiu, 2020), (Freyberger, Neuhierl, 

and Weber, 2020), (Kozak, Nagel, and Santosh, 2020).

• Disad.: tend to over-identify the number of factors that matter, as it is difficult to handle 

and distinguish highly correlated factors by the existing ML models.

• E.g.: many momentum factors may be selected as independent factors by LASSO, which 

are highly correlated.

Our paper provides a simple approach to address the problems.

– Intuitively, our method has two steps.

• Step 1. Divide the firm characteristics into statistically related clusters.

• Step 2. Extract optimally a factor for each cluster.

Our method can address the problems.

– Factors are easy to interpret economically.

– Can handle highly-correlated factors and will not over-identify the number of factors.

Motivation

Our approach is inspired by Stambaugh and Yuan (2017) who appear the first to 

use cluster to isolate the factors.

– We apply a clustering algorithm that is applicable to high dimensional case.

– We let data to find the best factor from the cluster instead of taking the average.

Our paper is also related to literature that clusters firm characteristics based on 

economic meanings (intuitive clustering, denoted as IC hereafter) (Hou, Xue, 

Zhang, 2015; McLean and Pontiff, 2016; Hou, Xue, Zhang, 2020; Han, He, Rapach

and Zhou, 2020).

– Adv. of IC: considers economic meaning.

– Disad. of IC: ignores data information.

– Our clustering result (data-driven clustering, denoted as DC hereafter) improves IC.

Literature Review

Data and Methodology

Data

– 94 firm characteristics in Gu et al. (2020).

– Sample period: 1985.1-2021.12.

– Source: CRSP and Compustat.

Choose a Clustering Algorithm:

– Density-based algorithm: assume a probability model. 

• ×: No additional assumption.

– Spectral clustering: based on principal components.

• ×: Sensitive to noise (Bojchevski et al., 2017) .

– Combinational algorithm: 

• √: Works directly on the observed data with no direct reference to an underlying 

probability model.

Clustering Algorithm: We use the cluster method called Chameleon by Karypis et al. 

(1999), which belongs to combinational algorithm.

– Aims: find clustering result with low inter-cluster similarity and high within-cluster similarity. 

OR lower IS.

• IS: ratio of inter-cluster similarity to within-cluster similarity.

– Steps:

• Step 1: Start from the IC. Assume similarity between firm characteristics in different 

clusters in IC is 0.

• Step2. Divide firm characteristics into several sub-clusters.

• Step3. Merge sub-clusters.

Choose the number of clusters.

9 clusters.

Results: Clustering Results

Results: Performance of the DC-model

Construction of the DC-model

– Step 1. Based on firm characteristics in each cluster, measure risk exposure with predicted 

stock return. 

• Stock return is predicted as:

෠𝑅𝑛,𝑘,𝑡+1 = 𝑎 ∗ ෠𝑅𝑛,𝑘,𝑡+1
1 + 1 − 𝑎 ∗ ෠𝑅𝑛,𝑘,𝑡+1

2 .

– ෠𝑅𝑛,𝑘,𝑡+1
1 is the average of the characteristics in cluster k.

– ෠𝑅𝑛,𝑘,𝑡+1
2 is the average of predicted returns from single regressions (Han et al, 2023).

– 𝑎 is weight and maximize the Sharpe ratio in the training data.

– Step 2. Estimate risk premiums.

𝑅𝑛,𝑘,𝑡+1 =෍
𝑘=1

𝐾

𝛾𝑘 ∗ ෠𝑅𝑛,𝑘,𝑡+1 + 𝜀𝑛,𝑘,𝑡+1.

Performance of the DC-model.

– Performance of model factors (below left)

– Mean-variance efficiency (above right)

– Bayesian comparison (below left)

IPCA (Kelly et al., 2019) performs well in the stock market.

– Assumption of IPCA: one risk exposure is a linear function of firm characteristics.

𝛽𝑘,𝑡−1 = 𝑋𝑡−1Γ𝑘 + 𝑢𝑡−1.

» 𝛽𝑘,𝑡−1 ∈ R𝑁 : risk exposures of N stocks on 𝑘^𝑡ℎ latent factor.

» Γ𝑘 ∈ R𝐼 : loadings of all firm characteristics on 𝑘^𝑡ℎ risk exposure.

» 𝑋𝑡−1 ∈ R𝑁∗𝐼 : all firm characteristics of N stocks in month t-1.

– Adv. of IPCA.

• Uses firm characteristics in the traditional PCA method.

– Disad. of IPCA.

• Hard to be interpreted economically.

• Many parameters to be estimated.

Improves of IPCA (C-IPCA).

Improves of IPCA (C-IPCA).

– Assumptions: one risk exposure is a linear function of one cluster of firm characteristics.

𝛽𝑘,𝑡−1 = 𝑋𝑡−1Γ𝑘 + 𝑢𝑡−1.

• Γ𝑘,𝑖 = 0, 𝑖𝑓 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑘.

– Similar to IPCA, uses firm characteristics in the traditional PCA method.

– Different from IPCA.

• Easier to be interpreted economically.

• Less parameters to be estimated.

Peformance of IPCA and C-IPCA

– 5 most important factors in C-IPCA.

• Trading illiquidity, long-run momentum, short-run reversal, investment and market factor.

– Ability to explain each other’s factors.


