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B Calculations for Example 4

Pure CV equilibrium. Consider a pure CV equilibrium where bidders learn X1,0
i ∼

N (0, 1 + 1
2). By standard Gaussian updating, X1,0

2 |X
1,0
1 = x ∼ N (2x

3 ,
1
3 + 1

2), and

V1|X1,0
1 = x,X1,0

2 = y ∼ N (2(x+ y)
5 ,

1
5 + 1

3).

Then, for the log-additive valuation specification,

E[V1|X1,0
1 = x,X1,0

2 = y] = exp

(
2(x+ y)

5 + 1
2(1

5 + 1
3)
)
.

Plugging this into the standard expression for the bid and expected utility of a
bidder (see Milgrom and Weber (1982)) yields an expected utility of approximately
0.3636 in the SPA, and 0.5426 in the FPA.

Without loss, let bidder 1 deviate to X1,1
1 , resolving all uncertainty about S + T1:

E[V1|X1,1
1 = x,X1,0

2 = y] = exp(x).With the deviation, bidder 1’s marginal distribution
is X1,1

1 ∼ N (0, 1 + 1
3), and X1,0

2 |X
1,1
1 = x ∼ N (3x

4 ,
1
4 + 1

2). For the SPA, bidder 1’s
optimal bid with X1,1

1 = x is the bid of type X1,0
1 = 5

4x−
1
3 in the candidate equilibrium.

Calculating expected utility again for these distributions and optimal bid strategy shows
that bidder 1 can achieve at most a deviation payoff of approximately 0.8626. This
establishes the existence of a pure CV equilibrium in the SPA since the costs of learning
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X1,1
1 instead of X1,0

1 are c = 0.5, but the deviation payoff is only 0.4990 above the
candidate equilibrium payoff.

For the FPA, consider a deviation strategy where a bidder with signal realization
X1,1

1 = x bids as if he observed a signal X1,0
1 = 5

4x −
1
3 (mimicking the same types

as in the SPA deviation strategy). This possibly suboptimal deviation strategy yields
an expected payoff of 1.0623: an additional payoff of approximately 0.5197 above the
candidate equilibrium, and worth incurring the learning costs of 0.5. Hence, there exists
no pure CV equilibrium in the FPA.

Perfectly revealing equilibrium. Next, I show that learning X1,1
i ∼ N (0, 1 + 1

3)
is an equilibrium in the FPA, but not in the SPA. By standard Gaussian updating, it
holds that X1,1

2 |X
1,1
1 = x ∼ N (3x

4 ,
1
4 + 1

3). Moreover, E[V1|X1,1
1 = x,X1,1

2 = y] = exp(x).
Plugging this into the standard expressions for the expected utility yields an expected
payoff of 0.8451 for the SPA, and 1.0494 for the FPA.

Let bidder 1 deviate to learning X1,0
1 . Then, X1,1

2 |X
1,0
1 = x ∼ N (2x

3 ,
1
3 + 1

3) and

E[V1|X1,0
1 = x,X1,1

2 = y] = exp
(2x+ 3y

6 + 1
2

(1
6 + 1

3

))
.

In the SPA, following this deviation and learning X1,0
1 = x, bidder 1’s optimal bid

is the same as that of X1,1
1 = 1

6(3 + 4x) in the candidate equilibrium. The expected
utility achievable with the deviation is approximately 0.3826. In sum, the deviation
saves c = 0.5 learning costs while decreasing the expected payoff by only approximately
0.4624. Therefore, no equilibrium exists in the SPA where both bidders learn X1,1

1 .
In the FPA, the optimal bid following the deviation can be calculated numerically.

Bidder 1’s expected payoff when deviating and bidding optimally is approximately
0.5204. The loss from the deviation of approximately 0.5289 is strictly more than the
gain from saving the learning costs c = 0.5; learning X1,0

1 is not a profitable deviation.
Hence, in the FPA, there exists an equilibrium where both bidders learn X1,1

1 .

C Robustness and limitations of Proposition 2

In this section, I analyze the robustness of the insight of Proposition 2 that the SPA
induces learning only about the private component. To set intuition and for tractability,
I use a simplified model with a discrete information choice: learning only about the
common component, or the private one. This provides a reasonable benchmark in
many contexts where information is discrete. For example, drilling an exploratory well
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only halfway to the required depth, or performing only the first half of a laboratory
procedure does not provide any useful information.

Consider N = 2 bidders with additive valuation Vi = S + Ti. Bidders can learn
costlessly about the common component or their private one, but not both. If bidder i
learns about the common component and if its realization is S = s, then she observes
a random variable XS

i with full support normalized on [0, 1] and density fS(.|s). If
bidder i learns about her private component and if its realization is Ti = t, then she
observes XT

i with full support normalized on [0, 1] and density fT (.|t).
The information choice of bidder i is a probability σi ∈ [0, 1] of learning XS

i . With
the remaining probability 1 − σi, bidder i learns XT

i . Again, the model nests a pure
CV framework if σ1 = σ2 = 1, and an IPV framework if σ1 = σ2 = 0. Signals satisfy
the following assumption:

Assumption 5.

(i) XT
1 |= XT

2 and XS
i |= XT

j for i, j ∈ {1, 2};
(ii) XS

1 |= XS
2 | S;

(iii) for all `′ > ` and L ∈ {S, T}, fL(x|`′)
fL(x|`) is strictly increasing in x ∈ [0, 1].

Next, I derive all symmetric, monotonic Bayesian Nash equilibria {σ, βS, βT} in
which bidders have the same information choice σ, and use the same increasing bidding
function: βS if learning their common component signal XS

i , and βT if learning XT
i .

C.1 Analysis: mixed learning strategies

The following main result shows that the SPA is the ex-ante efficient auction format.

Proposition 6. Let E[Vi|XS
i ] d= E[Vi|XT

i ] for i = 1, 2. In any symmetric equilibrium of
the SPA, σ∗ = 0. There exists an equilibrium with σ∗ = 0 and β∗T (XT

i ) = E[Vi|XT
i = x].

Proof. The existence of an IPV equilibrium follows from Assumption 2. If bidder 2
learns XT

2 , then there is no winner’s curse for bidder 1. If it is optimal for bidder
1 to bid b following XS

1 = x, then bidding b is also optimal when XT
1 = x. This is

because both signals lead to the same expectation of Vi, and both are independent of
the other bidder’s bid. Both signals XT

1 and XS
1 are distributed identically, so a bidder

is indifferent between learning either since they both lead to the same strategic problem.
Next, I show that no symmetric equilibrium with σ > 0 can exist. By contradiction,

let there exist a candidate equilibrium {σc > 0, βcS, βcT}. Then, bidder 1 has a profitable
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deviation: learn XT
1 (σ1 = 0) and bid βT (x) = βcS(x). This deviation yields a strictly

higher payoff than learning XS
1 and bidding βcS, as I show next.

Lemma 7 (Equal winning probability). Let {σc > 0, βcS, βcT} be a candidate equilib-
rium. Bidder 1 wins with the same probability if (i) she plays the candidate equilibrium
and learns XS

1 , or (ii) she plays the above deviation.

Proof. With probability σc, bidder 2 learns XS
2 . Then, winning probability in (i) the

candidate equilibrium after learning XS
1 and (ii) in the deviation strategy is 1/2. This

is because XS
1 and XT

1 are distributed identically, and both lead to the same bid dis-
tribution. Hence, both bidders have the same marginal bid distribution and win when
they have the highest signal. Hence,

Pr(XT
1 ≥ XS

2 ) =
∫ 1

0
fS(x)

[
1− F T (x)

]
dx = 1−

∫ 1

0
fS(x)F S(x)dx = 1

2 . (1)

With probability 1 − σc, bidder 2 learns XT
2 . As XT

2 is independent of both XS
1 and

XT
1 , and XT

1 and XS
1 are distributed identically (Assumption 2), winning probability

in (i) and (ii) also coincides,

Pr
[
βT (XT

1 ) ≥ βcT (XT
2 )
]

= Pr
[
βT (XS

1 ) ≥ βcT (XT
2 )
]

= Pr
[
βcS(XS

1 ) ≥ βcT (XT
2 )
]
.

Lemma 8 (Lower expected payment.). Let {σc > 0, βcS, βcT} be a candidate equilibrium.
Bidder 1’s expected payment is strictly lower in the deviation than in the candidate
equilibrium when learning XS

1 .

Proof. With probability 1 − σc, bidder 2 learns XT
2 and bids βcT (XT

2 ), which bidder
1 pays when winning. In both the deviation and in the candidate equilibrium when
learning XS

1 , bidder 1 has the same marginal bidding function. Bids are independent
in both cases. Hence, bidder 1’s expected payment is the same.

With probability σc, bidder 2 learns XS
2 . In the candidate equilibrium after learning

XS
1 , bidder 1 wins if XS

1 ≥ XS
2 . Hence, the expected payment of bidder 1 when

winning after learningXS
1 is

∫ 1
0 β

c
S(x)dG(2)(x), whereG(2)(x) is the second-order statistic

distribution of two identically distributed signals XS
1 and XS

2 as derived in (3).
In the deviation strategy, bidder 1 wins if XT

1 ≥ XS
2 . Both random variables XS

1

and XT
1 are i.i.d. Hence, when winning bidder 1 wins, she pays the expected bid

of the second-order statistic,
∫ 1

0 β
c
S(x)dĜ(2)(x), where Ĝ(2) = 2F S(x) − F S(x)2 is the

distribution of the second-order statistic of two i.i.d. variables with distribution F S(.).
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Lemma 2 in Appendix A.1 establishes that G(2) first-order stochastically dominates
Ĝ(2) (in the notation of the lemma, X1 = XS

1 , X̂1 = XT
1 , and X2 = XS

2 ). Thus,
because G(2)(x) < Ĝ(2)(x) for every x for which F (x) 6∈ {0, 1} and as βcS is increasing, it
follows that

∫ 1
0 β

c
S(x)dĜ(2)(x) <

∫ 1
0 β

c
S(x)dG(2)(x). If bidder 2 learns XS

2 , then bidder 1’s
expected payment conditional on winning is strictly lower in the deviation strategy than
in the candidate equilibrium after learning XS

1 . Finally, by Lemma 7, overall winning
probability is 1

2 in the candidate equilibrium and the deviation if bidder 2 learns XS
2 .

Hence, the unconditional expected payment is also strictly lower in the deviation.

Lemma 9 (Equal expected value.). Let {σc > 0, βcS, βcT} be a candidate equilibrium.
In the candidate equilibrium and the deviation strategy, bidder 1’s expected value when
winning, E[V1|bidder 1 wins], is identical.

Proof. With probability 1−σc, bidder 2 learns XT
2 . Bidder 1 with signal XS

1 = x in the
candidate equilibrium wins with the same probability as with XT

1 = x in the deviation.
There is no winner’s curse for bidder 1. By Assumption, E[V1|XS

1 = x] = E[V1|XT
1 = x].

Hence, the value of V1 conditional on winning is the same due to the same marginal
distribution of XS

1 and XT
1 .

With probability σc, bidder 2 learns XS
2 . Then, in the candidate equilibrium, the

expected object value for bidder 1 who learns XS
1 and wins is E[S] + E[T1], as bidders

are symmetric and win with probability 1
2 at every s ∈ S.

In the deviation strategy, signals are independent and XT
1 is informative only about

T1, while XS
2 is informative only about S. As XT

i and XS
i are distributed i.i.d., bidder

1’s expected value of the private component when winning can be written as

E
[
T1|βT (XT

1 ) ≥ βcS(XS
2 )
]

=
∫ 1

0
E
[
T1|XT

1 = x
]
fT (x)F S (x) dx

=
∫ 1

0
E
[
S|XS

1 = x
]
fS(x)F S (x) dx+ E [T1]− E [S] , (2)

where the last equality followed because fT (.) = fS(.) and

E
[
V1 = S + T1|XS

1 = x
]

= E
[
V1 = S + T1|XT

1 = x
]

⇔ E
[
S|XS

1 = x
]

+ E[T1] = E
[
T1|XT

1 = x
]

+ E[S].
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Note the similarity of (2) to bidder 2’s common component value when winning:

E
[
S|βcS(XS

2 ) > βT (XT
1 )
]

=
∫ 1

0
E
[
S|XS

2 = x
]
fS(x)F T (x) dx. (3)

The object is always sold, the common component surplus to be divided between
the bidders is E [S], and each bidder wins with probability 1

2 (Lemma 7) if bidder 2
learns XS

2 . Hence,

E [S] = 1
2E [S| βcS(XS

2 ) ≤ βT (XT
1 )︸ ︷︷ ︸

bidder 1 wins

] + 1
2E [S| βcS(XS

2 ) > βT (XT
1 )︸ ︷︷ ︸

bidder 2 wins

].

This and Equations (2) and (3) pin down bidder 1’s winning valuation when deviating,

E
[
S + T1|βT (XT

1 ) ≥ βcS(XS
2 )
]

=2E [S]− E
[
S|βcS(XS

2 ) > βT (XT
1 )
]

+ E
[
T1|βcS(XS

2 ≤ βT (XT
1 )
]

=2E [S] + E [T1]− E [S] = E [S] + E [T1] ,

which is the same expected value conditional on winning as in the candidate equilibrium
when both bidders learn XS

i .

Together, Lemmas 7, 8 and 9 establish that bidder 1 has a strictly profitable devi-
ation in any candidate equilibrium with σc > 0. When bidder 2 learns XS

2 (a positive
probability event), then the deviation performs strictly better (lower expected payment
and equal value of the object) than learning XS

1 in the candidate equilibrium. If bidder
2 learns XT

2 , the deviation strategy yields the candidate equilibrium payoff.

C.2 Learning about opponent’s private component and FPA

Learning about the opponent’s private component. In the baseline model, bid-
ders can learn only about their payoff-relevant components, but not the private com-
ponent of the other bidder. How relevant is this assumption for the uniqueness of the
IPV equilibrium in the SPA? Allowing bidders to learn about the other bidder’s pri-
vate component imposes further restrictions on the IPV equilibrium since it constitutes
an additional deviation. In what follows, I show that the IPV outcome remains an
equilibrium in the SPA even if bidders can learn about every component in the model.

As before, bidder i 6= j chooses between XT
i and XS

i . In addition, each bidder can
learn a signal about the private component of the other bidder, Y T

i , which is informative
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only about Tj 6=i. I do not impose an accuracy ranking about Vj among Y T
i and XT

j ,
and Y T

1 and Y T
2 can have different distributions. The following result shows that the

privacy-preserving IPV outcome remains an equilibrium in the SPA.

Proposition 7. Let bidders choose one signal in {XS
i , X

T
i , Y

T
i } where E[Vi|XS

i ] d=
E[Vi|XT

i ]. Then, there exists an IPV equilibrium in the SPA in which bidders learn
only XT

i .

Proof. The existence of an IPV equilibrium for a fixed information choice {XT
1 , X

T
2 }

follows trivially. By Proposition 6, bidders do not have a profitable deviation involving
XS
i . Learning Y T

i cannot be part of a strictly profitable deviation because bidder
i’s best-response bid with any payoff-irrelevant signal realization Y T

i = y is constant:
β(Y T

i = y) = E[Vi|Y T
i = y] = E[Vi]. But bidder i can obtain the same payoff by learning

XT
i , and bidding β(XT

i ) = E[Vi] for any realization. Hence, her payoff after learning
XT
i and bidding optimally (as in the candidate equilibrium) is weakly higher.

Comparison to an FPA. In addition to allowing bidders to learn about the private
components of their opponent, I relax two further assumptions next: signals can be
costly, and no informativeness ranking among signals is required. While an absolute
prediction as in Proposition 6 (i.e., bidders learn only XT

i in equilibrium) is no longer
possible, I derive a relative prediction between the SPA and the FPA. The next result
shows that not every auction format has the same efficiency properties of the SPA; the
proof follows below after Example 5.

Proposition 8. Let bidders choose among {XT
i , X

S
i , Y

T
i } with corresponding costs

{cT , cS, c̃T}. If there exists an IPV equilibrium in the FPA, then there exists an IPV
equilibrium in the SPA. The reverse does not hold.

The proof relies on revenue equivalence. In an IPV equilibrium, bidders’ expected
utility coincides in the FPA and the SPA. In addition, I show that the deviation payoff
after learning XS

i also coincides in the FPA and the SPA. This means that if learning
about the common component is not a strictly profitable deviation in the FPA, then
the same is true for the SPA. As in Proposition 7, learning Y T

i cannot be a strictly
profitable deviation in the SPA since it results in a constant best-response bid.

Why does the existence of an IPV equilibrium in the SPA not imply that there
also exists an equilibrium in the FPA? Let bidder 2 learn only about T2. In the FPA,
anticipating bidder 2’s bid can be useful for bidder 1 who does not want to “leave money
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on the table” by placing an unnecessarily high winning bid. Learning Y T
1 yields a better

estimate of bidder 2’s bid. However, learning Y T
1 also comes at the opportunity cost of

not learning about V1. In an FPA, bidders trade off these effects of exploiting higher
correlation versus learning more about one’s own valuation. Example 5 shows that the
former effect can dominate and destroy the existence of an IPV equilibrium in the FPA.

Example 5. Let S, T1, T2 ∼ U [0, 1] and Vi = S + Ti, and let signals be perfectly reveal-
ing: XS

1 = XS
2 = S and XT

i = Y T
j 6=i = Ti. Since both signals yield the same distribution

of the expected value of Vi, it follows that learning XT
i and bidding E[Vi|XT

i = Ti]
constitutes an IPV equilibrium in the SPA.

In contrast, there exists no IPV equilibrium in the FPA. Consider a candidate
equilibrium in which bidders bid the standard IPV bidding function β(XT

i = x) =
E
[
Vj|E[Vj|XT

j ] ≤ E[Vi|XT
i = x]

]
= 1+x

2 . Bidder i’s expected payoff with XT
i = x is

(1
2 + x− 1+x

2 )x = x2

2 . Overall, her expected payoff in this candidate equilibrium is 1
6 .

However, the following deviation yields a strictly higher payoff: learn Y T
1 = T2 and

slightly outbid the opponent by bidding 1+T2
2 + ε for some small ε > 0. This strategy

always wins the object at its prior expected value of 1. For ε → 0, bidder 1 pays the
expected bid of the opponent, which is 3

4 . Hence, for ε sufficiently small, bidder 1’s payoff
from this deviation approaches 1− 3

4 = 1
4 , making this a strictly profitable deviation.

Proof of Proposition 8. Let there exist an IPV equilibrium in the FPA. Without
loss, consider bidder 1. By standard IPV arguments for the FPA, bidder 2 bids the
symmetric equilibrium bidding function

βI(XT
2 ) = E

[
E[V1|XT

1 ]|E[V1|XT
1 ] ≤ E[V2|XT

2 ]
]
.

By the same argument, bidder 1’s best-response bid when deviating to XS
1 is

β̃I(XS
1 ) = E

[
E[V2|XT

2 ]|E[V2|XT
2 ] ≤ E[V1|XS

1 ]
]
.

Now consider an IPV candidate equilibrium in the SPA with bidding function
βII(XT

i ) = E[Vi|XT
i ]. By the same logic as in Proposition 7, bidders do not have a

strictly profitable deviation to learn Y T
i , because it is payoff irrelevant and leads to

a constant best-response bid. It remains to be shown that learning XS
i cannot be

part of a strictly profitable deviation. Let bidder 1 deviate and learn XS
1 . Then,

β̃II(XS
1 ) = E[V1|XS

1 ] is a weakly dominant strategy. Note that the optimal expected
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payoff for each realization XS
1 = x is the same in the SPA and the FPA because

1. winning probability is identical,1

Pr
[
β̃I(XS

1 = x) ≥ βI(XT
2 )
]

= Pr
[
E[V1|XS

1 = x] ≥ E[V2|XT
2 ]]
]

= Pr
[
β̃II(XS

1 = x) ≥ βII(XT
2 )
]

2. expected value if winning depends only on XS
1 = x, i.e., E[V1|XS

1 = x, 1 wins] =
E[V1|XS

1 = x]
3. expected payment when winning is identical,

E[βII(XT
2 )|βII(XT

2 ) ≤ β̃II(XS
1 = x)] = E

[
E[V2|XT

2 ]|E[V2|XT
2 ] ≤ E[V1|XS

1 = x]
]

= β̃I(XS
1 = x).

Hence, the deviation payoff after learning XS
1 and bidding optimally coincides in

the FPA and the SPA. By revenue equivalence, bidder 1 obtains the same payoff in the
IPV (candidate) equilibrium of the FPA and the SPA. By assumption, deviating to XS

1

is not a strictly profitable deviation in the FPA. As shown above, this deviation has
the same payoff in the SPA, and is thus also not a strictly profitable deviation.

Finally, I show that the existence of an IPV equilibrium in the SPA does not imply
the existence of an IPV equilibrium in the FPA. Example 5 provides a counterexam-
ple which relies on perfectly revealing signals, and thus does not satisfy Assumption
5. Consider the following variation on this example with noisy signals satisfying the
requirements of the model, XS

i ∼ N (S, ξ2) and XT
i ∼ N (Ti, ξ2). For any ε > 0,

there exists a ξ2 sufficiently small such that after bidder 1 learns Y T
1 , then she knows

with probability approaching one that bidder 2’s value falls within the ε-interval of
E[V2|Y T

1 ]. Then, bidder 1 is almost sure of bidder 2’s bid and can outbid her by bid-
ding E[V2|Y T

1 ] + ε. Thus, as ξ2 → 0, bidder 1’s deviation is strictly profitable as it
approaches the strictly profitable full information benchmark.

C.3 Many bidders

Next, I show that an IPV equilibrium exists in the SPA for any number of bidders:
1For XS

1 = x and XT
1 = y such that E[V1|XS

1 = x] = E[V1|XT
1 = y], bidder 1 places the same bid

in the deviation and the candidate equilibrium. By symmetry, E[V1|XT
1 = y] = E[V2|XT

2 = y]. Thus,
bidder 1 with XS

1 = x wins if XT
2 ≤ y, or equivalently, if E[V2|XT

2 ] ≤ E[V2|XT
1 = y] = E[V1|XS

1 = x].
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Proposition 9 (IPV equilibrium exists.). Let N ≥ 2 bidders choose between XT
i or

XS
i with E[Vi|XT

i ] d= E[Vi|XS
i ]. Then, there exists an IPV equilibrium in which bidders

learn XT
i with probability one and bid β(XT

i ) = E[Vi|XT
i ].

Proof. Without loss, consider bidder 1. If all other bidders learn XT
i 6=1, then both XS

1

and XT
1 yield the same distribution of the expected value which is independent from

the information of all other bidders. Hence, learning XS
1 and bidding optimally results

in the same payoff as learning XT
1 and bidding optimally, and thus cannot lead to

a strictly profitable deviation. After learning XT
i , it is well known that bidding the

expected value is a weakly dominant strategy in the SPA.

Is the IPV equilibrium also the unique symmetric equilibrium? The answer to
this is more involved with more than two bidders. If N ≥ 3 and a bidder uses the
same class of deviation strategies as described previously, then she might be strictly
more likely to win when deviating. As a consequence, the deviating bidder’s expected
payment might be strictly higher than in the candidate equilibrium. However, under
additional assumptions, previous results can be extended to any number of bidders. For
example, for binary states, Proposition 10 shows that a pure CV framework cannot be
an equilibrium outcome in the SPA.2

Proposition 10. Let S, Ti ∈ {a, b} uniformly with a < b, and E[Vi|XT
i ] d= E[Vi|XS

i ].
For any N ≥ 2, there exists no pure CV equilibrium in the SPA.

Proof. The result for N = 2 follows by Proposition 6. Let N ≥ 3. By contradiction, let
bidders 1, ..., N learn XS

i and use the same increasing bidding function βS(XS
i ). I show

that bidder 1 has a strictly profitable deviation: learn XT
1 and bid β̂(XT

1 ) = βS(XS
1 ).

Let Y(1) = max{XS
2 , ..., X

T
N} be the highest common-component signal of all other

bidders. Let G(1)(x|s) := Pr(Y(1) ≤ x|S = s) = F S(y|S = s)N−1 be the distribution of
Y(1), and g(1) the corresponding density.

Because E[Vi|XT
i ] d= E[Vi|XS

i ], define f(x|a) := fS(x|a) = fT (x|a) and f(x|b) :=
fS(x|b) = fT (x|b). Denote the corresponding distributions F (x|a) and F (x|b). Let
S = T1 = a. In the candidate equilibrium and the deviation, bidder 1 has the same
marginal bid distribution, so the deviation has no effect on the payoff. Similarly, if
S = T1 = b, the above deviation has no effect on the payoff. Let V1 = a + b, so that
(S = a, T1 = b) and (S = b, T1 = a) are equally likely. The expected payoff in the

2This result can be extended further to rule out equilibria involving mixing between XS
i and XT

i .
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candidate equilibrium is
∫ 1

0
[a+ b− βS(x)]

[1
2g(1)(x|b)[1− F (x|b)]dx+ 1

2g(1)(x|a)[1− F (x|a)]
]
dx. (4)

The expected payoff in the deviation is
∫ 1

0
[a+ b− βS(x)]

[1
2g(1)(x|b)[1− F (x|a)] + 1

2g(1)(x|a)[1− F (x|b)]
]
dx. (5)

The net payoff from the deviation, (5) minus (4), can be written as

1
2

∫ 1

0
[βS(x)− a− b]

(
g(1)(x|a)− g(1)(x|b)

)
(F (x|b)− F (x|a)) dx. (6)

Let α(x) :=
(
g(1)(x|a)− g(1)(x|b)

)
(F (x|b)− F (x|a)). It captures the difference in

winning probability between the candidate equilibrium and the deviation for bidder 1.
Next, I show that by deviating, bidder 1 is more likely to win.

Lemma 10.
∫ 1

0 α(x)dx < 0.

Proof. Using integration by parts, we can write
∫ 1

0
α(x)dx = −

∫ 1

0
(f(x|b)− f(x|a))

(
F (x|a)N−1 − F (x|b)N−1

)
dx

= + 2
N
−
[ 1
N

+ N − 1
N

] ∫ 1

0

(
f(x|b)F (x|a)N−1 + f(x|a)F (x|b)N−1

)
dx (7)

Integrating both terms of the middle 1
N
-term by parts yields

1
N

∫ 1

0

(
f(x|b)F (x|a)N−1 + f(x|a)F (x|b)N−1

)
dx

= 2
N
− N − 1

N

∫ 1

0
f(x|b)F (x|b)N−2F (x|a) + f(x|a)F (x|a)N−2F (x|b)dx.

Plugging this into (7) for the 1
N
-term, the expression simplifies to

−N − 1
N

∫ 1

0

(
F (x|a)N−2 − F (x|b)N−2

)
(f(x|b)F (x|a)− f(x|a)F (x|b)) dx

Due to N ≥ 3 and the strong MLRP, for all interior x, F (x|a)N−2 − F (x|b)N−2 > 0
and f(x|b)

F (x|b) >
f(x|a)
F (x|a) (reverse-hazard-rate dominance). Hence,

∫ 1
0 α(x)dx < 0.

11



Lemma 11. There exists x, x with x ≤ x such that

1. α(x) crosses zero exactly once from below at some x ≤ x̂ where fS(x̂|b) = fS(x̂|a).
2.
∫ 1
x α(x)dx = 0.

Proof. By Proposition 2 and 4 in Milgrom and Weber (1982), Y(1) and S are affiliated
(due to conditional independence of all XS

i given S). Hence, g(1)(x|b)
g(1)(x|a) is nondecreasing in

x. MLRP implies first-order stochastic dominance, F S(x|b) ≤ F S(x|a). This establishes
the single-crossing property of α(x). As

∫ 1
0 α(x)dx ≤ 0 by Lemma 10, and α(x) crosses

zero once, there exists x ≤ x (the crossing point) as in the Lemma.
Since XS

i satisfies MLRP, and
∫ 1

0 f
S(x|s)dx = 1, there exists a ‘neutral’ signal x̂

such that f(x̂|1) = f(x̂|0). At this signal x̂, α(x̂) ≥ 0 because F (x̂|b) ≤ F (x̂|a) and

g(1)(x̂|a)− g(1)(x̂|b) =(N − 1)
[
f(x̂|b)F (x̂|b)N−2 − f(x̂|a)F (x̂|a)N−2

]
≤(N − 1)F (x̂|a))N−2 [f(x̂|b)− f(x̂|a)] = 0.

Hence, x̂ ≥ x: α(x) crosses zero at some realization below x̂.

Let γ(x) := βS(x)−a−b, which is nondecreasing in x. Using this, (6) can be written
as two sums,

1
2

∫ x

0
γ(x)α(x)dx+ 1

2

∫ 1

x
γ(x)α(x)dx.

The first summand is strictly positive. This is because by Lemma 11, α(x) < 0 as
x ≤ x where the crossing at zero from below occurs. In addition, the bidding function
in an SPA is βS(x) = E[Vi|XS

i = x, Y(1) = x] and increasing in x by Milgrom and
Weber (1982). Thus, at any x ≤ x, βS(x) ≤ βS(x) ≤ βS(x̂) = E[Vi|XS

i = x̂, Y(1) =
x̂] ≤ E[Vi] = a + b. Thus, for any x ≤ x, γ(x)α(x) ≥ 0, and for a positive mass of x,
γ(x)α(x) > 0.

Next, I use Lemma 4 again. As I established in Lemma 11, all assumptions of
Lemma 4 are satisfied by α(.) and γ(.) for XS

i ≥ x. Hence, the second summand is
nonnegative. This establishes that the deviation payoff is positive for N ≥ 3.

C.4 Asymmetric equilibria

How robust is the insight that the SPA is ex-ante efficient? I show that the SPA
might lose its ex-ante efficiency property if players coordinate on asymmetric equilibria.

12



For brevity, I focus on the case where the common component is binary, S ∈ {s, s},
and I construct asymmetric equilibria in which one bidder learns about the common
component, and the other bidder learns about her private component.

Proposition 11. Let S ∈ {s, s} and E[Vi|XS
i ] d= E[Vi|XT

i ]. There exists an asymmetric
equilibrium in the SPA where bidder 1 learns XS

1 , bidder 2 learns XT
2 and wins if

E[T2|XT
2 ] > E[T1].

Proof. Let bidder 1 learn XS
1 and bid β1(x1) = E[V1|XS

1 = x1] = E[T1] +E[S|XS
1 = x1].

Let bidder 2 learn XT
2 and bid as follows: bid 0 if E[T2|XT

2 = x2] < E[T1] and bid
E[T1] + supx E[S|XS

1 = x] otherwise such that she wins with probability one. Next, I
show that this constitutes an equilibrium.

Given bidder 1’s information choice, her bidding strategy β1(x) is a weakly dominant
strategy since bidder 2’s information and hence, bid is payoff-irrelevant. If bidder 1
deviates and learns XT

1 instead, she faces the same distribution of her expected object
value (because E[V1|XS

1 ] d= E[V1|XT
1 ]) and the same payoff as when learning XS

1 . Hence,
bidder 1 has no profitable deviation.

Next, consider bidder 2’s best response after learning a private signal realization
XT

2 = x2. If bidder 1 has a signal realization XS
1 = y and follows the above strategy,

then bidder 2’s expected payoff when winning is

E[S|XS
1 = y] + E[T2|XT

2 = x]− E[S|XS
1 = y]− E[T1],

where the first two summands capture bidder 2’s expected value and the last two
correspond to bidder 1’s bid. Bidder 1’s signal realization y is irrelevant for the expected
payoff of bidder 2, and only bidder 2’s signal realization determines whether winning is
profitable: bidder 2’s best response bid is to win if and only if E[T2|XT

2 = x]−E[T1] ≥ 0,
which corresponds to the strategy described in the candidate equilibrium above.

It is left to show that bidder 2 cannot be better off learning XS
2 . By contradiction,

let bidder learn XS
2 and be strictly better off than with XT

2 . Bidder 2’s expected payoff
from winning with a signal XS

2 = x when bidder 1 learns XS
1 = y is

E[S|XS
1 = y,XS

2 = x] + E[T2]− E[S|XS
1 = y]− E[T1].

By assumption, E[T1] = E[T2]. Let h(y;x) := E[S|XS
1 = y,XS

2 = x]−E[S|XS
1 = y]. For
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S ∈ {s, s} with µS := Pr(S = s) ∈ (0, 1), this expression simplifies to

h(y;x) = (s− s)
(
Pr(S = s|XS

1 = y,XS
2 = x)− Pr(S = s|XS

1 = y)
)

= (s− s)
 1

1 + fS(x|s)
fS(x|s)

fS(y|s)
fS(y|s)

1−µs

µs

− 1
1 + fS(y|s)

fS(y|s)
1−µs

µs



where the last equality followed because Pr(S = s|XS
1 = y) = fS(y|s)µs

fS(y|s)µs+fS(y|s)(1−µs) and
with Pr(S = s|XS

1 = y,XS
2 = x) derived accordingly. Crucially, the expression fS(x|s)

fS(x|s)

determines the sign of h(y;x) irrespective of y. E.g., if f
S(x|s)
fS(x|s) > 1 then bidder 2’s signal

is more indicative of a low common component, and winning means overpaying for the
object for any XS

1 . By assumption, the ratio fS(x|s)
fS(x|s) is strictly decreasing in x. Hence,

there exists x̂ such that the best response bid is to bid zero (i.e., lose) if XS
2 < x̂, and

to bid to win with probability one if XS
2 ≥ x̂. I refer to the deviation strategy in this

paragraph as (DS) below.
Now, I show that the following alternative deviation strategy (AS) is weakly better

for bidder 2 than (DS): learn XT
2 instead of XS

2 , and bid as in (DS), β2(XT
2 = x) =

β2(XS
2 = x). The probability of losing and winning is equal in (DS) and (AS), since

F S(x̂) = F T (x̂). Conditional on winning, the value of the object to bidder 2 also
coincides in (DS) and (AS) because bidder 2 wins against any signal realization of XS

1

(thus, the event of winning bears no additional information about bidder 2’s object
value) and E[V2|XS

2 ≥ x̂] = E[V2|XT
2 ≥ x̂] (due to E[V2|XT

2 ] d= E[V2|XT
2 ]). Finally, the

expected payment in (AS) is weakly lower than in (DS): since XS
1 and XS

2 are affiliated
and β1(.) is an increasing function, by Proposition 5 in Milgrom and Weber (1982),
E[β1(XS

1 )|XS
2 ≥ a] is nondecreasing in a, and hence,

E[β1(XS
1 )|XS

2 ≥ x̂] ≥ E[β1(XS
1 )] = E[β1(XS

1 )|XT
2 ≥ x̂],

where the last equality followed because XS
1 and XT

2 are independent. Finally, note that
the payoff with (AS) is weakly lower than the payoff with the candidate equilibrium for
which the optimal bidding strategy when learning XT

2 was established above. But this
yields a contradiction to (DS) being a strictly profitable deviation.

The resulting outcome in such an asymmetric equilibrium is ex-post efficient given
the bidders’ information choice, since the bidder with the highest expected private
component gets the object. However, with this learning choice the resulting outcome
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cannot be ex-ante efficient because bidder 1 learns XS
1 — a signal which bears no

information about the efficient allocation — in lieu of learning XT
1 . Finally, depending

on the parameters, bidders can obtain a higher payoff in the symmetric IPV equilibrium
of Proposition 6 or the asymmetric equilibrium of Proposition 11, leaving the question
of equilibrium selection open for further research.3

One might fear that for a larger number of bidders, there always exist similar ex-
ante inefficient asymmetric equilibria in which several bidders learn about the common
component at the expense of allocative efficiency. This, however, is not the case. If
more than one bidder learns about the common component in an asymmetric equilib-
rium, then their signals are interdependent and they might have a strictly profitable
deviation to “decrease” this interdependence via learning XT

i . For the assumptions of
Online Appendix C.3, the proof of Proposition 10 can be adapted to show that in any
asymmetric pure strategy equilibrium with N ≥ 2 bidders there can be at most one
single bidder learning about the common component.

C.5 Two-dimensional signals

If bidders are initially partially informed about their private component, and then
choose whether to acquire an additional signal about the common or private component
at the information acquisition stage, will the IPV setting arise again endogenously in
equilibrium? I show that the IPV equilibrium in the SPA is robust to two-dimensional
signals: under an assumption which makes a bidder indifferent between XS

i and XT
i

in a posted price setting (similar to Assumption 2), there exists an equilibrium in the
SPA in which both bidders acquire XT

i in addition to their initial private-component
signal, and no bidder learns about the common component.

Bidders observe a private-component signal Yi with support Y , drawn independently
for each bidder. In addition, each bidder chooses between learning XS

i or XT
i at no

cost. The following assumption — in parallel to Assumption 2 in the baseline model —
guarantees that a bidder is indifferent between learning XS

i and XT
i in a posted price

setting since learning either results in the same distribution of the expected value.

Assumption 6. For every y ∈ Y, E[Vi|XS
i , Yi = y] d= E[Vi|XT

i , Yi = y].

This assumption is satisfied, for example, if each private component is the sum of
3For example, let T1, T2, S ∈ {0, 1}, Pr(S = 1) = Pr(Ti = 1) = m, fS(x|0) = fT (x|0) = 2− 2x and

fS(x|1) = fT (x|1) = 2x. Then, for m = 0.5 (for m = 0.01) bidder 1 is strictly better off (strictly worse
off) in a symmetric equilibrium than in the asymmetric equilibrium of Proposition 11.
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two independently drawn private components, Ti = Tia+Tib, and Yi is informative only
about Tia while XT

i is informative only about Tib.

Proposition 12 (IPV equilibrium exists). Let Assumption 6 hold. Then, there exists
an equilibrium in the SPA where bidders learn XT

i and bid βi(XT
i , Yi) = E[Vi|XT

i , Yi].

Proof. The bidding function in the proposition is a weakly dominant strategy follow-
ing the mutual information choice (XT

1 , X
T
2 ). Moreover, bidder i cannot be better off

learning XS
i instead of XT

i . This follows by the same argument as in Proposition 6: by
Assumption 6, for every realization of Yi, bidder 1 faces the same expected value distri-
bution with either information choice. In addition, this expected value is independent
of the signal and bid of the other bidder irrespective of her information choice. Hence,
when deviating to XS

i , bidder i obtains at most the same payoff as with XT
i .

Next, I show that no equilibrium where both bidders learn about the common com-
ponent in addition to their initial private-component signal exists under an additional
assumption. Even without information choice, pinning down the equilibrium in the SPA
is often not possible for two-dimensional private information with one signal about the
private component and one about the common component. There are known instances
in which an equilibrium does not exist (Jackson, 2009).4 I avoid this intractability of
how a bidder scores several signals into one single bid via a conditions on the expected
value, such that in equilibrium each bid is placed only by a unique signal combination.

Proposition 13. Let Assumption 6 hold and Y = {0, 1, ..., K} be a finite set. Let
infx E[Vi|XS

i = x,XS
j 6=i = x, Yi = k] ≥ supx E[Vi|XT

i = x,XS
j 6=i = x, Yi = k − 1] for all

k ∈ Y . Then, in the SPA, there exists no symmetric pure strategy equilibrium in weakly
undominated strategies where both bidders learn XS

i .

Proof. By contradiction, consider a pure strategy monotonic candidate equilibrium in
which both bidders learn XS

i . I show that bidder 1 has a strictly profitable deviation. In
any candidate equilibrium where bidders learn about the common component, bidder
1 with Y1 = k wins with probability one against bidder 2 with Y2 < k, and loses with
probability one against bidder 2 with Y2 > k. This is because by the premise, for any

4See Pesendorfer and Swinkels (2000) for a discussion of two-dimensional private information. They
show existence of an epsilon equilibrium instead of an equilibrium. For an alternative approach, see
Goeree and Offerman (2003) who make the two-dimensional signal framework tractable by assuming
that signals about the common component are independent. This assumption, while elegant in their
framework, would fully shut down the channel of bidders seeking lower correlation in the SPA.
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k and any realization x, bidding below infx E[V1|XS
1 = x,XS

2 = x, Y1 = k] or above
supx E[V1|XS

1 = x,XS
2 = x, Y1 = k] is weakly dominated.5

Let β(XS
i , Yi) be the bidding function in the candidate equilibrium which is strictly

increasing in both arguments. Bidder 1 is strictly better off learning XT
1 and using the

same bidding function as in the candidate equilibrium, β̂1(XT
1 , Y1) = β(XS

1 , Y1). For
any Y1 = k, bidder 1’s deviation only affects her payoff if Y2 = k. Then, conditional on
Y1 = k, by the same argument as the proof of Proposition 6, the above deviation yields
a strictly higher payoff since it yields the same winning probability, the same expected
value of the object conditional on winning, but a strictly lower expected payment.

D Different accuracy

Is the SPA still an ex-ante efficient auction format if the available signals lead to different
distributions of the expected object value? Next, I show how Proposition 6 can be
extended beyond Assumption 2. This involves finding an auxiliary private-component
experiment X̃T

i which (i) is less accurate about Ti than the available private-component
experiment XT

i , and (ii) leads to the same distribution of the expected object value as
the available common-component signal XS

i . If such an experiment X̃T
i exists, then the

SPA remains the ex-ante efficient auction format as Proposition 15 shows.

D.1 Preliminaries

Recall the definition of Accuracy in Definition 1. Let an agent face the following decision
problem: she chooses an action a ∈ A that, jointly with an unknown state Z, determines
the payoff u(a; z) : Z×A → R. Her payoff satisfies a standard single-crossing property:

Definition 2. u(a; z) satisfies a single-crossing property (SCP) in (a; z) if, for a′ > a

and z′ > z, u(a′, z)− u(a; z) > 0 ⇒ u(a′, z′)− u(a; z′) ≥ 0.

The agent does not observe Z, but instead has access to a signal in Xi ∈ {Xa, Xb},
based on which she chooses her optimal action. When the concept of accuracy is applied
to signals that satisfy MLRP with respect to Z, and payoffs satisfy the single-crossing

5This effectively reduces the two-dimensional signal model to tractable disjoint intervals of a one-
dimensional framework in which only bidders with the same realization of Yi are competing for the
object. For a fixed information choice (XS

1 , X
S
2 ), it is straightforward to show that bidding β(XS

i =
x, Yi = k) = E[Vi|XS

i = x,XS
j 6=i = x, Yi = k] constitutes an equilibrium.
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property, then higher accuracy corresponds to a higher payoff.6

Proposition 14 (Persico, 2000; Jewitt, 2007). Let Xa and Xb both satisfy the MLRP
with respect to Z. Then, Xa �Z Xb if and only if the expected payoff with Xa is higher
than with Xb for any payoff u(a; z) which satisfies the SCP in (a; z).

D.2 Analysis for different accuracy

Next, I find a sufficient condition when a function u1 : R+ × T → R satisfies SCP in
(b; t1), which will be used in the proof of Proposition 15.

Definition 3. A function y : R+ × T → R is supermodular (spm) if for every t′1 > t1

and every b′ > b, it holds that y(b′; t′1) + y(b; t1) ≥ y(b; t′1) + y(b′; t1).

The following is a well-known result (see, e.g., Athey (2001)).

Lemma 12. If u1 : R+ × T → R is spm, then it satisfies SCP in (b; t1).

The following is sufficient for u1 to be spm.7

Lemma 13. Let u1(b; t1) = f(t1, b)g(b). If (i) g(b) is nondecreasing in b and nonnega-
tive, and (ii) f(t1, b) is nondecreasing in t1 and spm, then u1(b; t1) is spm.

Proof. For any b′ > b and t′1 > t1,

f(t′1, b′)− f(t1, b′) ≥ f(t′1, b)− f(t1, b)

⇒ g(b′) [f(t′1, b′)− f(t1, b′)] ≥ g(b) [f(t′1, b)− f(t1, b)]

⇒ f(t′1, b′)g(b′) + f(t1, b)g(b) ≥ f(t′1, b)g(b) + f(t1, b′)g(b′).

Hence, to show that a function u1(b; t1) = f(t1, b)g(b) satisfies SCP in (b; t1), it is
sufficient to establish Properties (i) and (ii) in Lemma 13.

The main result on different accuracy follows:

Proposition 15. Let two bidders choose between XT
i and XS

i . If there exists a private-
component signal X̃T

i satisfying Assumption 5 such that XT
i �Ti

X̃T
i and E[Vi|X̃T

i ] d=
E[Vi|XS

i ], then bidders learn XT
i in any symmetric equilibrium in the SPA.

6Lehmann (1988) has shown this for a condition similar to the SCP: payoffs which are monotone
in the sense of Karlin and Rubin (1956). See Jewitt (2007) for a discussion of assumptions on payoffs
such that a version of Proposition 14 applies, and for a general proof for the SCP.

7A similar observation has been made in Athey (2001) in the proof of Proposition 7.
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Proof. By contradiction, assume there exists a symmetric candidate equilibrium with
σ > 0 and bidding functions βS and βT . In what follows, I show that bidder 1 has
a strictly profitable deviation. Denote bidder 1’s expected utility after learning X1 ∈
{XT

1 , X̃
T
1 } and bidding optimally as EU∗1 [X1].

Claim 1. EU∗1 [XT
1 ] ≥ EU∗1 [X̃T

1 ].

Proof. Let T1 = t1. Let Pr[1 wins|b] be the probability that bidder 1 wins with a bid
b when bidder 2 plays the candidate equilibrium. When winning with b, denote bidder
1’s object value as E[S + t1|b, 1 wins] := t1 + E[S|b, 1 wins], and her expected payment
as E[pay|b, 1 wins]. Then, bidder 1’s expected utility when she bids b is

u1(t1, b) = (t1 + E[S|b, 1 wins]− E[pay|b, 1 wins]) Pr[1 wins|b]. (8)

The above expression does not depend on whether bidder 1 learns XT
1 or X̃T

1 and its
realization. This is because with both signals, bidders’ information is independent and
hence, winning probability and inference about S only depends on the placed bid b.

Next, I show that u1(t1, b) satisfies SCP in (b; t1), a prerequisite of Proposition
14. To establish this, by Lemma 13, it is sufficient to show that (i) the function
f(t1, b) := t1 +E[S|b, 1 wins]−E[pay|b, 1 wins] is spm and nondecreasing in t1, and (ii)
g(b) := Pr[1 wins|b] is nondecreasing and nonnegative. Pr[1 wins|b] is nonnegative and
nondecreasing as a higher bid is weakly more likely to win in an SPA. Hence, (ii) is
satisfied. The function f(t1, b) is nondecreasing in t1, as only the first term t1 depends
on t1 and is nondecreasing by assumption. Finally, none of the additive terms in f

depend on both t1 and b; it is straightforward that f(., .) is spm. Hence, (i) is satisfied.
This establishes that u1(t1, b) is SCP in (b; t1). Thus, Proposition 14 can be applied:
bidder 1 weakly prefers XT

1 to X̃T
1 because XT

1 �T1 X̃
T
1 .

Denote bidder 1’s expected utility in the candidate equilibrium when learning XS
1

as EU c
1 [XS

1 ].

Claim 2. EU∗1 [X̃T
1 ] > EU c

1 [XS
1 ].

Proof. This is an immediate corollary of Proposition 6. Bidder 1 is strictly better off
learning X̃T

1 instead of XS
1 and using the same bidding function as in the candidate

equilibrium. If bidder 2 learns XS
2 (which occurs with probability σ > 0), then this

deviation yields a strictly lower expected payoff with no downside; if bidder 2 learns

19



XT
2 , then (due to independence of private signals and because E[V1|X̃T

1 ] d= E[V1|XS
1 ]),

bidder 1’s deviation yields the same expected payoff as the candidate equilibrium.

Hence, bidder 1 has a strictly profitable deviation: she is better off learning XT
1 than

X̃T
1 , and strictly better off learning X̃T

1 instead of XS
1 (which she learns with positive

probably in the candidate equilibrium). So, σ > 0 cannot arise in equilibrium.

Note that the auxiliary experiment X̃T
i is compared to the private-component signal

in terms of its accuracy about the private component, not in terms of its accuracy
about the total value Vi. Many experiments about the private component can be
ranked by the order �Ti

, and (in contrast to �Vi
) this ranking depends neither on

the distribution of S nor on how the common and private component enter the value.
AssumingXT

i �Vi
XS
i is problematic in a multi-component setup: It might substantially

restrict set of experiments, and this set depends on the distribution of the components.
And even if this set is nonempty, we cannot apply Proposition 14 to conclude that
bidders prefer to learn XT

i over XS
i . This is because a bidder’s signal is informative

about whether the value is high due to a high common or a high private component,
so the signal realization remains payoff relevant even when Vi is known.

On the other hand, the existence of an IPV equilibrium in the SPA breaks down if
(i) the common-component signal is more accurate about the value than the private-
component signal, XS

i �Vi
XT
i , or (ii) if there exists X̃S

i such that E[Vi|XT
i ] d= E[Vi|X̃S

i ]
and XS

i �S X̃S
i . In this case, if bidder i learns about her private component, neither her

signal nor her bid is relevant for the other bidder j who then prefers a higher accuracy
signal XS

i about her value or component to a lower accuracy signal XT
i .
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