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Appendix A: Proof of Convex Ex-Ante Weights in Section I

Consider the numerator of β = E[ψiβi]/E[ψi]. We have E[ψiβi] = E[E[ψi | wi, βi]βi] and

E[ψi | wi, βi] = E[x̃2
i | wi, β] + E[x̃i | wi, βi]w

′
iλ = V ar(xi | wi, βi).

Similarly, for the denominator, E[ψi] = E[E[ψi | wi, βi]] = E[V ar(xi | wi, βi)].
Q.E.D.

Appendix B: Proof of Proposition 1

We assume that all the relevant moments exist and the conditions for Fubini’s theorem
hold. Consider first the numerator of β = E[z̃iyi]/E[z̃ixi]. Following the same steps as in
footnote 7, E[z̃iyi(0)] = 0 under either Assumption 1′ or 2′. Thus:

E[z̃iyi] = E[z̃iyi(0)] + E

[
z̃i

∫ xi

0

∂

∂x
yi(x)dx

]
= E

[∫ ∞

0

ψi(x)βi(x)dx

]
for ψi(x) ≡ z̃i1[xi ≥ x]. Similarly, for the denominator, E[z̃ixi] = E

[∫∞
0
ψi(x)dx

]
. The

ex-post ψi(x) weights can clearly be negative, since E[z̃i] = 0.
Under Assumption 2′:

E

[∫ ∞

0

ψi(x)βi(x)dx

]
= E

[∫ ∞

0

E [ψi(x)βi(x) | yi(·), wi] dx

]
= E

[∫ ∞

0

ϕi(x)βi(x)dx

]
for ϕi(x) ≡ E[ψi(x) | yi(·), wi] = Cov(z̃i,1[xi ≥ x] | yi(·), wi). Moreover, under Assumption
3, the ex-ante ϕi(x) weights are non-negative:

Cov(z̃i,1[xi ≥ x] | yi(·), wi) = Cov(z̃i, P r(xi ≥ x | zi, yi(·), wi) | yi(·), wi) ≥ 0,

since both z̃i and Pr(xi ≥ x | zi, yi(·), wi) are non-decreasing in zi, conditional on (yi(·), wi).
Q.E.D.

Appendix C: Formula Treatments and Instruments

Borusyak and Hull (2023), henceforth BH, study formula treatments and instruments of
the form zi = fi(g, s) for known fi(·), observed shocks g = (g1, . . . , gK) that potentially
vary at a different “level” k, and other observed data s of arbitrary structure. They assume
the shocks are exogenous in the sense of g ⊥⊥ y(·) | v, where y(·) is the set of potential
outcomes and v is some set of observed variables that includes s. They further assume
the shock “assignment process”—i.e., the conditional distribution of g given v—is known
or consistently estimable. Borusyak, Hull and Jaravel (2022), henceforth BHJ, study the
class of shift-share formulas zi =

∑
k sikgk under the identifying assumption closer to

Assumption 2′: that E[gk | y(·), v] = q′kξ for some observed qk collected in v along with
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s = {sik}. This assumption weakens the full independence condition in BH while also only
specifying the mean of shocks, rather than the full assignment process.
BH show that OVB is avoided in their setting when the controls in wi are functions of

v and linearly span µi = E[fi(g, s) | v]: the expected instrument over draws of the shocks.
Similarly, BHJ show that OVB is avoided with shift-share zi when

∑
k sikqk is controlled

for, which follows because wi spans µi = E[
∑

k sikE[gk | y(·), v] | v] =
∑

k sikq
′
kξ. While

both BH and BHJ focus on constant-effects models, where OVB is the only concern, they
also discuss identification of convex-weighted averages of heterogeneous effects.
We show Assumption 2′ is satisfied in both frameworks. Suppose wi is a function of v

and linearly spans µi: i.e., µi = w′
iλ. Then, under either the BH or BHJ assumptions:

E[zi | yi(·), wi] = E[E[fi(g, s) | v, yi(·)] | yi(·), wi]

= E[E[fi(g, s) | v] | yi(·), wi]

= E[µi | yi(·), wi]

= w′
iλ.

We also show how convexity of ex-ante weights can follow with formula instruments in a
way similar (but not identical) to imposing Assumption 3. Specifically, we verify ϕi(x) ≥ 0
for a shift-share case where treatment is generated by the general causal model xi = h(g, ηi)
where h is monotone in g. Suppose the instrument zi =

∑
k sikgk is constructed from the

correct shocks gk but the shares sik ≥ 0 do not correctly capture the dependence of xi on g,
which can be nonlinear or linear with different shares. Thus, the first-stage is non-causal.
Assume that, conditional on (yi(·), ηi, si, wi) for si = {sik}, the gk are drawn independently
and, without loss, with zero mean (such that µi = 0, making controls unnecessary). Then,
for any x and almost-surely:

Cov

(∑
k

sikgk, 1 [h(g, ηi) ≥ x] | yi(·), ηi, si, wi

)
≥ 0

by Lemma 2 of BH, since both
∑

k sikgk and 1 [h(g, ηi) ≥ x] are non-decreasing functions
of the mutually independent gk, conditionally on (yi(·), ηi, si, wi). Hence:

ϕi(x) = E

[
Cov

(∑
k

sikgk,1 [h(g, ηi) ≥ x] | yi(·), ηi, si, wi

)
| yi(·), wi

]
≥ 0.

We finally note that both BHJ and BH do not require random or exchangeable samples,
allowing each unit to have its own data-generating process. Our results apply in that
case if moments are replaced with their full-sample versions: i.e., replacing E[z̃iyi] with
1
N

∑N

i=1E[z̃iyi] where N is the number of observations.
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